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Abstract
Deep learning systems have seen wide adoption in the last couple of years for solv-

ing various large-scale, real-world problems. These systems have succeeded in solving
various long-standing difficult problems like protein folding (AlphaFold), automatic
image and text generation (GPT-3, DALLE-2, ImageGen), etc. While these results
are impressive, most of the current deep learning systems require vast amounts of data
and compute to give a reasonably good performance, and they are also very brittle
and suffer from various problems like algorithmic fairness and vulnerability to adver-
sarial examples. Considering the scale at which these systems are being adopted for
various real-world applications, it is not only important but essential to make them
more efficient in terms of the amount of data and compute that is required to train,
along with making them robust to common attacks like adversarial attacks. This
thesis provides a multi-facet view of efficiency and paves a way to make the current
deep learning systems more data-efficient.
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Chapter 1

Introduction and Background

1.1 The Need for Data-Efficient Neural Networks
Deep Neural networks, often abbreviated as DNNs, have helped achieve state-of-the-
art (SoTA) performance on many standard benchmark tasks in computer vision [9],
natural language processing [10], and speech recognition [11]. With the advent of Deep
Convolutional Neural Networks (CNNs), [12], the performance of various computer
vision tasks such as image classification, object detection, and object segmentation
has significantly increased. DNNs are good at capturing patterns that solve complex
problems and have a wide range of interesting applications like autonomous driving,
medical diagnosis, precision agriculture, and robotic vision, to name a few. However,
these models require large-scale, well-annotated datasets along with a reasonable
amount of compute to perform reasonably well. This work presents the directions
we have explored to make DNNs more data-efficient. Our work not only focuses on
decreasing the amount of data and compute that is required to train DNNs but also
focuses on making large DNNs more robust and efficient.

1.2 A Multi-Faceted view of Efficiency
In the following sections, we present a multi-faceted view of efficiency. We view data
efficiency from perspectives of modality, data annotation, adversarial robustness, and
ease of transfer.
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1.2.1 Efficiency: Modality Perspective
Object Detection in Thermal Imagery: As indicated by the recent fatalities
[13], the current sensors in self-driving vehicles with level 2 and level 3 autonomy
(lacking thermal imaging) do not adequately detect vehicles and pedestrians. Pedes-
trians are especially at risk after dark when 75% of the 5,987 U.S. pedestrian fatalities
occurred in 2016 [14]. Thermal sensors perform well in such conditions where auton-
omy level 2 and level 3 sensor-suite technologies are challenged. As is well-known,
thermal IR cameras are relatively more robust to illumination changes and can thus
be useful for deployment both during the day and night. In addition, they are low-
cost, non-intrusive, and small in size. Consequently, thermal IR cameras have become
increasingly popular in applications such as autonomous driving recently, as well as
in other mainstream applications such as security and military surveillance opera-
tions. Detection and classification of objects in thermal imagery is thus an important
problem to be addressed and invested in to achieve successes that can be translated
to the deployment of such models in real-world environments.

Although object detection has always remained an important problem in com-
puter vision, most of the efforts have focused on detecting humans and objects in
standard RGB imagery. Object detection performance in the RGB domain has been
significantly improved using region-based methods, such as the R-CNN [15], Fast R-
CNN [16], and Faster R-CNN [17], and regression-based methods such as YOLO [18].
These object detection methods rely, however, on architectures and models that have
been trained on large-scale RGB datasets such as ImageNe [19]t, PASCAL-VOC[20],
and MS-COCO[21]. A relative dearth of such publicly available large-scale datasets
in the thermal domain restricts the achievement of an equivalent level of success of
such frameworks on thermal images.

1.2.2 Efficiency: Data Annotation Perspective
With the success of convolutional neural networks (CNNs) in supervised learning on
a wide range of tasks, several large and high-quality datasets have been developed.
However, data annotation remains a key bottleneck for deep learning practitioners.
Depending on the task, data annotation cost may vary from a few seconds to a few
hours per sample and, in many real-world scenarios, supervision of domain experts is
necessary ([22]).
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Active Learning: Active learning (AL) methods aim to alleviate the data annota-
tion bottleneck by labeling only a subset of the most informative samples from a large
pool of unlabeled data. Various query methods ([23, 24, 25, 26, 27, 28]) have been re-
cently proposed for AL in the context DNN models. Since DNN models require large
amounts of labeled data to learn, Deep AL is a key and important area of research.
AL has been well-explored in the context of traditional (shallow) machine learning
methods ([29]). Generally, before starting the AL cycles, a small randomly chosen
subset of a dataset (with size around 1-10% of the entire dataset), typically called
the initial pool, is labeled first to train an initial model. after which various sampling
strategies are used to pick which samples to label from the unlabelled pool of data,
then the samples are sent to an oracle for acquiring the labels and the model is again
trained with the entire pool of labeled samples. The cycle of sample-label-train is
repeated multiple times depending on the annotation budget.

1.2.3 Efficiency: Architecture and Robustness Perspective
The choice of neural network architecture and its complex topology plays a crucial role
in improving the performance of several deep learning based applications. However,
in most of the cases, these architectures are typically designed by experts in an ad-
hoc, trial-and-error fashion. Neural Architecture Search (NAS) automates the design
of neural network architectures for a given task.

Neural Architecture Search: Neural Architecture Search (NAS) [30] alleviates
the pain of hand designing these architectures by partially automating the process of
finding the right topology that can result in best-performing architectures. Since the
work by [30], there has been much interest in this space. Many researchers have come
up with unique approaches [31, 32, 33] to improve the performance besides decreasing
the computational cost. Current SoTA(state-of-the-art) on image classification and
object detection [34, 35], are developed using NAS, which shows how important a role
NAS plays in solving standard learning tasks, especially in computer vision.

Adversarial Examples and Robustness: Adversarial examples, in general, refer
to samples that are imperceptible to the human eye but can fool a deep classifier
to predict a non-true class with high confidence. Adversarial examples can result in
degraded performance even in the presence of perturbations too subtle to be per-
ceived by humans. Adversarial robustness is defined as the accuracy of a model when
adversarial examples (images perturbed with some imperceptible noise) are provided
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as input. Adversarial examples have the potential to be dangerous. [36] discusses an
example where attackers could target autonomous vehicles by using stickers or paint
to create an adversarial stop sign that the vehicle could interpret as a yield or other
sign.

1.2.4 Efficiency: Transfer Learning Perspective
Deep neural network models are trained typically on large-scale datasets which are
annotated for a specific task at hand. However, all real-world application settings do
not have similar scales of annotated data available and hence need mechanisms for
efficient feature transfer and reuse.

Transfer Learning: Transfer learning (TL) provides a solution for training deep
neural networks on datasets that are relatively much smaller than the dataset on which
the models were pre-trained. While TL is widely adopted across several real-world
applications and domains where it is difficult to construct large-scale well-annotated
datasets, it is often unclear how to best transfer the knowledge from the source dataset
to a target dataset.

Skip Connections: Skip connections introduced in ResNets [37] and Highway Net-
works [38] allow a path to pass information between intermediate layers of a neural
network and help in avoiding problems such as vanishing gradients by turning the
model into an implicit ensemble with different paths [39].
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Chapter 2

Improving Object Detection in
Thermal imagery

2.1 Borrowing from Rich Domains like RGB
This chapter presents a pseudo multi-modal framework we propose for object detec-
tion in the thermal domain. The proposed framework helps borrow complex high-level
features from the RGB domain to improve object detection in the thermal domain. It
does not need paired examples from two modalities and can borrow from any large-
scale RGB dataset available for object detection and does not need the collection of a
synchronized multi-modal dataset. This setting makes this problem challenging and
more useful for an application perspective. The proposed framework also overcomes
the problem of inadequacy of training examples in the thermal domain. At a high-
level, the proposed framework consists of two branches, one branch is pre-trained on
large-scale RGB datasets (such as PASCAL-VOC or MS-COCO) and finetuned using
a visual RGB input that is obtained using an image-to-image (I2I) translation frame-
work from a given thermal image (and hence the name ‘pseudo multi-modal’). The
second branch follows the standard training process on a relatively smaller thermal
dataset.

2.2 Object Detection methods for Thermal Imagery
Detection and classification of objects in the thermal imagery has been an active area
of research in computer vision [40, 41, 42, 2], especially in the context of military
and surveillance[43]. There has been a significant amount of work on classifying and
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detecting people and objects in thermal imagery using standard computer vision and
machine learning models, even before deep learning became popular. Bertozzi et
al. [44] proposed a probabilistic template-based approach for pedestrian detection in
far infrared (IR) images. They divided their algorithm into three parts: candidate
generation, candidate filtering and validation of candidates. One main weakness of
this approach is that it assumes the human is hotter than the background which may
not be the case in many real-world scenarios. Davis et al. [45] proposed a two-stage
template-based method to detect people in widely varying thermal imagery. To locate
the potential person locations, a fast screening procedure is used with a generalized
template and then an AdaBoost ensemble classifier is used to test the hypothesized
person locations. Kai et al. [46] proposed a local feature-based pedestrian detector
on thermal data. They used a combination of multiple cues to find interest points in
the images and used SURF [47] as features to describe these points. A codebook is
then constructed to locate the object center. The challenge of this detector is whether
a high performance can be achieved when local features are not obvious.

While these efforts have shown good performance for IR image classification and
detection tasks over a small number of objects, they have been outperformed in recent
years by deep learning models that enable more descriptive features to be learned.
With the increase in popularity of deep neural networks, several methods have been
proposed for applying deep learning methods to thermal images. Peng et al. [48]
proposed a Convolutional Neural Network (CNN) for face identification in near IR
images. Their CNN is a modification of GoogLeNet but has a more compact structure.
Lee et al. [49] designed a lightweight CNN consisting of two convolutional layers and
two subsampling layers for recognizing unsafe behaviors of pedestrians using thermal
images captured from moving vehicles at night. They combined their lightweight CNN
with a boosted random forest classifier. Chevalier et al. [50] proposed LR-CNN for
automatic target recognition which is a deep architecture designed for classification
of low-resolution images with strong semantic content. Rodger et al. [51] developed
a CNN trained on short-to-midrange high resolution IR images containing six object
classes (person, land vehicle, helicopter, aeroplane, unmanned aerial vehicle and false
alarm) using an LWIR sensor. This network was successful at classifying other short to
mid-range objects in unseen images, although it struggled to generalize to long range
targets. Abbott et al. [52] used a transfer learning approach with the YOLO [18]
framework to train a network on high-resolution thermal imagery for classification
of pedestrians and vehicles in low-resolution thermal images. Berg et al. [53][54]
proposed an anomaly-based obstacle detection method using a train-mounted thermal
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camera. Leykin et al. [55] proposed a fusion tracker and pedestrian classifier for
multispectral pedestrian detection. Proposals for performing detection are generated
using background subtraction and evaluated using periodic gait analysis.

Among efforts that use a multimodal approach, Wagner et al. [56] applied Ag-
gregated Channel Features (ACF) and Boosted Decision trees (BDT) for proposal
generation and classified these proposals with a CNN, which fuses Visual and IR
information. Choi et al. [57] uses two separate region proposal networks for both Vi-
sual and IR images and evaluates the proposals generated by both the networks with
Support Vector Regression on fused deep features. The efforts closest to our work
are that of Konig et al. [58] and Liu et al. [59], both of which propose a multi-modal
framework that combines RGB and thermal information in a Faster-RCNN architec-
ture by posing it as a convolutional network fusion problem. However, all of these
multimodal efforts assume the availability of a dataset with paired training examples
from the visual and thermal domain. On the other hand, our work assumes only the
presence of thermal imagery and seeks to leverage the use of publicly available RGB
datasets (which may not be paired with the thermal dataset) to obtain significant
improvement in thermal object detection performance.

2.3 Multi-Modal Thermal Object Detector (MM-
TOD)

Our overall proposed methodology for ‘pseudo multi-modal’ object detection for ther-
mal images is summarized in Figure 2.1. The key idea of our methodology is to borrow
knowledge from data-rich domains such as visual (RGB) without the explicit need for
a paired multimodal dataset. We achieve this objective by leveraging the success of
recent image-to-image translation methods [5, 4] to automatically generate a pseudo-
RGB image from a given thermal image, and then propose a multimodal Faster R-
CNN architecture to achieve our objective. Image-to-Image translation models aim
to learn the visual mapping between a source domain and target domain. Learn-
ing this mapping becomes challenging when there are no paired images in source
and target domains. Recently, there have been noteworthy efforts on addressing this
problem using unpaired images [5, 60, 61, 4, 62, 63, 64]. While one could use any
unsupervised image-to-image translation framework in our overall methodology, we
use CycleGAN[5] and UNIT[4] as I2I frameworks of choice in our work, owing to their
wide use and popularity. We begin our discussion with the I2I translation frameworks
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Figure 2.1: Adaptation of proposed Mutli-modal framework for Faster-RCNN

used in this work.

Unpaired Image-to-Image Translation: CycleGAN [5] is a popular unpaired
image-to-image translation framework that aims to learn the mapping functions
F : X → Y and G : Y → X where X and Y are source and target domains re-
spectively. It maps the images onto two separate latent spaces and employs two
generators GX→Y ,GY→X and two discriminators DX ,DY . The generator GX→Y at-
tempts to generate images ŷi that look similar to images from domain Y , while Dy

aims to distinguish between the translated samples ŷi and real samples yi. This con-
dition is enforced using an adversarial loss. To reduce the space of possible mapping
functions, a cycle-consistency constraint is also enforced, such that a source-domain
image xi when transformed into target domain (ŷi) and re-transformed back to source
domain (x̂i) will ensure in x̂i and xi will belong to the same distribution. For more
details, please see [5].

Unlike CycleGAN [5], UNIT [4] tackles the unpaired image-to-image translation
problem assuming a shared latent space between both the domains. It learns the joint
distribution of images in different domains using the marginal distribution in indi-
vidual domains. The framework is based on variational autoencoders VAE1,VAE2

and generative adversarial networks GAN1,GAN2 with a total of six sub-networks
including two image encoders E1, E2, two image generators G1,G2 and two adversar-
ial discriminators D1,D2. Since they assume a shared latent space between the two
domains, a weight sharing constraint is enforced to relate the two VAEs. Specifi-
cally, weight sharing is done between the last few layers of encoders E1, E2 that are
responsible for higher level representations of the input images in the two domains
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and the first few layers of the image generators G1,G2 responsible for decoding the
high-level representations for reconstructing the input images. The learning problems
of VAE1,VAE2,GAN1,GAN2 for image reconstruction, image translation and cyclic
reconstruction are jointly solved. For more information, please see [4].

In case of both CycleGAN and UNIT, the trained model provides two generators
which perform the translation between source and target domains. In our case, we
use the generator which performs the Thermal-to-RGB translation, which is given by
G : X → Y in case of a CycleGAN and G1 in case of UNIT (we used Thermal as
the source domain, and RGB as the target domain while training these models). We
refer to the parameters of these generators as WT2R in our methodology.

Pseudo Multi-modal Object Detection: As shown in Figure 2.1, our object
detection framework is a multi-modal architecture consisting of two branches, one for
the thermal image input and the other for the RGB input. Each branch is initialized
with a model pre-trained on images from that domain (specific details of implementa-
tion are discussed in Section 2.4). To avoid the need for paired training examples from
two modalities but yet use a multi-modal approach, we use an image-to-image (I2I)
translation network in our framework. During the course of training, for every ther-
mal image input, we generate a pseudo-RGB using WT2R and pass the pseudo-RGB
and Thermal to the input branches (parametrized by WRGB and WTIR respectively).
Outputs from these branches are stacked and passed through a 1 × 1 convolution
(Wconv) to learn to combine these features appropriately for the given task. The
output of this 1 × 1 convolution is directly passed into the rest of the Faster-RCNN
network (denoted by Wtop). We use the same Region Proposal Network (RPN) loss
as used in Faster-RCNN, given as follows:

L({pi}, {ti}) =
1

Ncls

∑

i

Lcls(pi, p
∗
i ) + λ

1

Nreg

∑

i

p∗iLreg(ti, t
∗
i )

where i is the index of an anchor, pi is the predicted probability of anchor i being an
object, p∗i is the ground truth, ti represents the coordinates of the predicted bounding
box, t∗i represents the ground truth bounding box coordinates, L is log loss, R is the
robust loss function (smooth L1) as defined in [16], and λ is a hyperparameter. We
use the same multi-task classification and regression loss as used in Fast-RCNN [16]
at the end of the network.

While the use of existing I2I models allow easy adoption of the proposed method-
ology, the images generated from such I2I frameworks for thermal-to-RGB transla-

10



tion are perceptually far from natural RGB domain images (like MS-COCO[21] and
PASCAL-VOC [20]), as shown in Figure 2.3. Therefore, during the training phase
of our multi-modal framework, in order to learn to combine the RGB and thermal
features in a way that helps improve detection, we also update the weights of the I2I
generator WT2R. This helps learn a better representation of the pseudo-RGB image
for borrowing relevant features from the RGB-domain, which we found to be key in
improving detection in the thermal domain. The proposed methodology provides a
fairly simple strategy to improve object detection in the thermal domain. We refer
to the proposed methodology as MMTOD (Multimodal Thermal Object Detection)
hereafter. Our algorithm for training is summarized in Algorithm 1. More details on
the implementation of our methodology are provided in Section 2.4.

Algorithm 1: MMTOD: Multi-modal Thermal Object Detection Method-
ology
1 Input: Thermal image training data: {(ci, yi)}mi=1; Generator of I2I

framework: WT2R; Pre-trained RGB base network: WRGB; Pre-trained
thermal base network: WTIR, Pre-trained thermal top network Wtop;
Randomly initialised 1x1 conv weights: Wconv; Number of epochs:
num_epochs; Loss function: L(.)

2 Output: Trained MMTOD model, F(.)
3 for num_epochs do
4 for ci, i = 1, · · · ,m do
5 Generate a pseudo-RGB image ĉi using WT2R.
6 Generate feature maps by passing ci and ĉi to base networks WTIR

and WRGB respectively
7 Stack the feature maps and use Wconv to get 1× 1 conv output
8 Pass the 1x1 conv output to Wtop

9 Update weights: WRGB,WTIR,Wtop,Wconv,WT2R by minimizing L of
the object detection framework.

10 end
11 end

2.4 Experiments and Analysis

2.4.1 Datasets and Experimental Setup
Datasets: We use the FLIR ADAS [1] dataset and the KAIST Multispectral Pedes-
trian dataset [2] for our experimental studies. FLIR ADAS [1] consists of a total of
9,214 images with bounding box annotations, where each image is of 640 × 512 res-
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olution and is captured using a FLIR Tau2 camera. 60% of the images are collected
during daytime and the remaining 40% are collected during night. While the dataset
provides both RGB and thermal domain images (not paired though), we use only the
thermal images from the dataset in our experiments (as required by our method).
For all the experiments, we use the training and test splits as provided in the dataset
benchmark, which contains the person (22,372 instances), car (41,260 instances), and
bicycle (3,986 instances) categories.

The KAIST Multispectral pedestrian benchmark dataset [2] contains around 95,000
8-bit day and night images (consisting of only the Person class). These images are col-
lected using a FLIR A35 microbolometer LWIR camera with a resolution of 320×256

pixels. The images are then upsampled to 640 × 512 in the dataset. Sample images
from the dataset are shown in Figure 2.2. Though the KAIST dataset comes with
fully aligned RGB and Thermal, we choose not to use the RGB images as our goal to
improve the detection in the absence of paired training data. Some example images
from both the datasets are shown in Figure 2.2.

Figure 2.2: Row 1 & Row 2: Example images from FLIR [1] ADAS dataset, Row 3:
Example Images from KAIST [2] dataset

Our methodology relies on using publicly available large-scale RGB datasets to im-
prove thermal object detection performance. For this purpose, we use RGB datasets
with the same classes as in the aforementioned thermal image datasets. In particular,
we perform experiments using two popular RGB datasets namely, PASCAL VOC [20]
and MS-COCO [21]. In each experiment, we pre-train an object detector on either
of these datasets and use these parameters to initialise the RGB branch of our mul-
timodal framework. We also compare the performance of these two initializations in
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our experiments. In case of thermal image datasets, an end-to-end object detector is
first trained on the dataset and used to initialize the thermal branch of our framework.
We use mean Average Precision (mAP) as the performance metric, as is common for
the object detection task.

Baseline: A Faster-RCNN trained in a fully supervised manner on the thermal
images from the training set is used as the baseline method for the respective experi-
ments in our studies. We followed the original paper [17] for all the hyperparameters,
unless specified otherwise. The FLIR ADAS dataset [1] also provides a benchmark
test mAP (at IoU of 0.5) of 0.58 using the more recent RefineDetect-512 [65] model.
We show that we beat this benchmark using our improved multi-modal Faster-RCNN
model.

Image-to-Image Translation (IR-to-RGB): For our experiments, we train two
CycleGAN models: one for FLIR ↔ RGB which uses thermal images from FLIR [1]
and RGB images from PASCAL VOC [20], and another for KAIST ↔ RGB which
uses thermal images from KAIST [2] and RGB images from PASCAL VOC [20]. We
use an initial learning rate of 1e-5 for the first 20 epochs, which is decayed to zero over
the next 20 epochs. The identity mapping is set to zero, i.e., the identity loss and the
reconstruction loss are given equal weightage. The other hyperparameters of training
are as described in [5]. For training of the UNIT framework, all the hyperparameters
are used as stated in the original paper, without any alterations. Since UNIT takes
a long time to train (7 to 8 days on an NVIDIA P-100 GPU), we trained it only
for FLIR ↔ RGB, so the experiments on KAIST are performed using CycleGAN
only. Our variants are hence referred to as MMTOD-CG (when I2I is CycleGAN)
and MMTOD-UNIT (when I2I is UNIT) in the remainder of the text.

We use the same metrics as mentioned in CycleGAN [5] and UNIT [4] papers
for evaluating the quality of translation. In an attempt to improve the quality of
generated images in CycleGAN [5], we tried adding feature losses in addition to cycle
consistency loss and adversarial loss. However, this did not improve the thermal to
visual RGB translation performance. We hence chose to finally use the same loss as
mentioned in [5].

Training our Multi-modal Faster-RCNN: Our overall architecture (as in Fig-
ure 2.1) is initialized with pre-trained RGB and Thermal detectors as described in
Section 2.3. Since our objective is to improve detection in thermal domain, the region
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proposal network (RPN) is initialized with weights pre-trained on thermal images.
The model is then trained on the same set of images on which the thermal detector
was previously pre-trained. The I2I framework generates a pseudo-RGB image cor-
responding to the input thermal image. The thermal image and the corresponding
pseudo-RGB image are passed through the branches of the multi-modal framework
to obtain two feature maps of 1024 dimension each, as shown in figure 2.1. These two
feature maps are stacked back-to-back and passed through a 1×1 convolution, which
is then passed as input to the Region Proposal Network (RPN). RPN produces the
promising Regions of Interest (RoIs) that are likely to contain a foreground object.
These regions are then cropped out of the feature map and passed into a classifica-
tion layer which learns to classify the objects in each ROI. Note that as mentioned
in Section 2.3, during the training of the MMTOD framework, the weights of the I2I
framework are also updated which allows it to learn a better representation of the
translated image for improved object detection in thermal domain. We adapted the
Faster-RCNN code provided at [66] for our purpose. The code for the CycleGAN and
UNIT was taken from their respective official code releases[5, 67, 4]. Our code will
be made publicly available for further clarifications.

Experimental Setup: To evaluate the performance of the proposed multi-modal
framework, the following experiments are carried out:

• MMTOD-CG with RGB branch initialized by PASCAL-VOC pre-trained de-
tector, thermal branch initialized by FLIR ADAS pre-trained detector

• MMTOD-UNIT with RGB branch initialized by PASCAL-VOC pre-trained de-
tector, thermal branch initialized by FLIR ADAS pre-trained detector

• MMTOD-CG with RGB branch initialized by MS-COCO pre-trained detector,
thermal branch initialized by FLIR ADAS pre-trained detector

• MMTOD-UNIT with RGB branch initialized by MS-COCO pre-trained detec-
tor, thermal branch initialized by FLIR ADAS pre-trained detector

• MMTOD-CG with RGB branch initialized by PASCAL-VOC pre-trained de-
tector, thermal branch initialized by KAIST pre-trained detector

• MMTOD-CG with RGB branch initialized by COCO pre-trained detector, ther-
mal branch initialized by KAIST pre-trained detector

2.4.2 Results
IR-to-RGB Translation Results: Figure 2.3 shows the results of CycleGAN and
UNIT trained for Thermal ↔ RGB translation. As mentioned in Section 2.3, the gen-
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erated pseudo-RGB images are perceptually far from natural domain images. This
can be attributed to the fact that the domain shift between RGB and Thermal do-
mains is relatively high compared to other domains. In addition, RGB images have
both chrominance and luminance information, while thermal images just have the
luminance part which makes estimating the chrominance for RGB images a difficult
task. However, we show that using our method, these generated images add value to
the detection methodology.

Figure 2.3: Row 1: Thermal images from FLIR ADAS[1] dataset; Row 2: Translations
generated using UNIT[4]; Row 3: Translations generated using CycleGAN[5].

Thermal Object Detection Results: Tables 2.1 and 2.2 show the comparison of
AP for each class and the mAP of our framework against the baseline detector when
trained on FLIR ADAS and KAIST datasets respectively. (Note that the KAIST
dataset has only one class, the Person.) We observe that in all the experiments, our
framework outperforms the baseline network across all the classes.

AP across each class
Method Bicycle Person Car mAP
Baseline 39.66 54.69 67.57 53.97

Framework RGB Branch

MMTOD-UNIT
MSCOCO 49.43 64.47 70.72 61.54

Pascal VOC 45.81 59.45 70.42 58.56

MMTOD-CG
MSCOCO 50.26 63.31 70.63 61.40

Pascal VOC 43.96 57.51 69.85 57.11
Table 2.1: Performance comparison of proposed methodology against baseline on
FLIR [1]
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Method mAP
Baseline 49.39
Framework RGB Branch

MMTOD-CG
MS-COCO 53.56
Pascal VOC 52.26

Table 2.2: Performance comparison of proposed methodology against baseline on
KAIST [2]

In case of FLIR, we observe that initializing the RGB branch with MS-COCO
obtains better results than those with PASCAL-VOC. This can be attributed to the
fact that MS-COCO has more instances of car, bicycle, and person as compared to
PASCAL VOC. Also, experimental results show that employing UNIT as the I2I
framework achieves better performance than CycleGAN. Our framework with MS-
COCO initialization and UNIT for I2I translation results in an increase in mAP by at
least 7 points. In particular, as mentioned earlier, the FLIR ADAS dataset provides
a benchmark test mAP (at IoU of 0.5) of 0.58 using the more recent RefineDetect-512
[65] model. Our method outperforms the benchmark despite using a relatively older
object detection model such as the Faster-RCNN.

Figure 2.4: Qualitative results of detections on the FLIR ADAS dataset. Row 1:
Baseline Row 2: MMTOD

As shown in Table 2.2, our improved performance on the KAIST dataset shows
that although this dataset has more examples of the ’Person’ category than the RGB
dataset used such as PASCAL-VOC, our framework still improves upon the perfor-
mance of the baseline method. This allows us to infer that the proposed framework
can be used in tandem with any region-CNN based object detection method to im-
prove the performance of object detection in thermal images. On average our frame-
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Figure 2.5: Qualitative results of detections on the KAIST. Row 1: Baseline. Row 2:
MMTOD

Figure 2.6: Qualitative comparison: Left: Detection with single mode Faster-RCNN;
Middle: Detection using the proposed method; Right: Annotated Ground Truth as
provided in FLIR dataset [1].
work takes 0.11s to make detections on a single image, while the baseline framework
takes 0.08s. Our future directions of work include improving the efficiency of our
framework while extending the methodology to other object detection pipelines such
as YOLO and SSD. Figures 2.4, 2.5, 4.1 show qualitative results on FLIR and KAIST
datasets.

2.5 Discussion and Ablation Studies
Learning with limited examples: We also conducted studies to understand the
capability of our methodology when there are limited samples in the thermal domain.
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Number of Instances
Dataset Car Person Bicycle
FLIR 41,260 22,372 3,986
FLIR (1/2) 20,708 11,365 2,709
FLIR (1/4) 10,448 5,863 974

Table 2.3: Statistics of the datasets we used for our experiments.

Our experiments on the FLIR ADAS dataset showed that our framework outper-
forms the current state-of-the-art detection performance using only half the training
examples. Moreover, our experiments show that using only a quarter of the training
examples, our framework outperforms the baseline on the full training set. Table 2.3
presents the statistics of the dataset used for this experiment. Note that the test set
used in these experiments is still the same as originally provided in the dataset.

We perform the same set of experiments (as discussed in Section 2.4) on FLIR(1/2)
and FLIR(1/4) datasets. Tables 2.4 and 2.5 present the results.

AP across each class
Method Bicycle Person Car mAP
Baseline (FLIR) 39.66 54.69 67.57 53.97
Baseline (FLIR-1/2) 34.41 51.88 65.04 50.44

Framework RGB Branch

MMTOD-UNIT
MSCOCO 49.84 59.76 70.14 59.91

Pascal VOC 45.53 57.77 69.86 57.72

MMTOD-CG
MSCOCO 50.19 58.08 69.77 59.35

Pascal VOC 40.17 54.67 67.62 54.15
Table 2.4: Performance comparison of proposed methodology against baseline on
FLIR (1/2)

Table 2.4 shows the baselines for training the Faster-RCNN on the complete FLIR
training dataset as well as FLIR (1/2). We observe that both MMTOD-UNIT and
MMTOD-CG trained on FLIR(1/2) outperform both the baselines, even when Faster-
RCNN is trained on the entire training set.

Similarly, Table 2.5 shows the baselines for training the Faster-RCNN on the
complete FLIR training dataset as well as FLIR (1/4). Once again, we observe that
both MMTOD-UNIT and MMTOD-CG trained on FLIR(1/4) outperform both the
baselines, even when Faster-RCNN is trained on the entire training set. In other
words, the MMTOD framework requires only a quarter of the thermal training set
to surpass the baseline accuracy achieved using the full training set. The results
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AP across each class
Method Bicycle Person Car mAP
Baseline(FLIR) 39.66 54.69 67.57 53.97
Baseline(FLIR-1/4) 33.35 49.18 60.84 47.79

Framework RGB Branch
MMTOD-UNIT MSCOCO 44.24 57.76 69.77 57.26

Pascal VOC 35.23 54.71 67.83 52.59

MMTOD-CG MSCOCO 41.29 57.08 69.10 55.82
Pascal VOC 35.02 51.62 66.09 50.91

Table 2.5: Performance comparison of proposed methodology against baseline on
FLIR (1/4)

clearly demonstrate the proposed framework’s ability to learn from fewer examples.
This shows that our framework effectively borrows features from the RGB domain
that help improve detection in the thermal domain. This is especially useful in the
context of thermal and IR images, where there is a dearth of publicly available large-
scale datasets.

Effect of Image Resolution: To understand the effect of image resolution on
object detection performance, we repeated the above experiments were conducted
using subsampled images of the FLIR ADAS dataset. Table 2.6 presents these results
for 400 × 400 input images. We observe that our multi-modal framework improves
the object detection performance significantly even in this case. Our future work will
involve extending our work to images of even lower resolutions.

AP across each class
Dataset Method Bicycle Person Car mAP

FLIR
Baseline 29.25 43.13 58.83 43.74

P-VOC + CycleGAN 39.42 52.75 62.05 51.41

FLIR (1/2)
Baseline 23.31 40.82 56.25 40.13

P-VOC + CycleGAN 33.32 48.32 60.87 47.50

FLIR (1/4)
Baseline 18.81 35.42 52.82 35.68

P-VOC + CycleGAN 30.63 45.45 60.32 45.47
Table 2.6: Performance comparison of proposed methodology against baseline on
FLIR 400× 400 images
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Missed Detections: We tried to analyze the failure cases of the proposed method-
ology, by studying the missed detections. Some examples of these missed detections
are shown in figure 2.7. We infer that MMTOD finds object detection challenging
when: (i) the objects are very small and located far from the camera; (ii) two objects
are close to each other, and are detected as a single object; and (iii) there is heavy
occlusion and crowd. Our future efforts will focus on addressing these challenges.

Figure 2.7: Some examples of missed detections, Red: Predictions using MMTOD,
Green: Ground Truth

2.6 Conclusion
We propose a novel multi-modal framework to extend and improve upon any Region-
CNN-based object detector in the thermal domain by borrowing features from the
RGB domain, without the need of paired training examples. We evaluate the perfor-
mance of our framework applied to a Faster-RCNN architecture in various settings
including the FLIR ADAS and KAIST datasets. We demonstrate that our framework
achieves better performance than the baseline, even when trained only on quarter of
the thermal dataset. The results suggest that our framework provides a simple and
straightforward strategy to improve the performance of object detection in thermal
images.
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Chapter 3

On Initial Pools for Deep Active
Learning

3.1 Understanding the role of Initial Pool in Deep
AL

Across all Active Learning efforts so far, to the best of our knowledge, the initial
pool is always sampled randomly and labeled ([23, 24, 25, 26, 27, 6]). This initial
pool design strategy has generally worked well for AL in traditional/shallow ML
models. However, the success of AL in DNNs has not been convincing yet, especially
when such models are trained on large-scale datasets. On one hand, while there
have been several encouraging newly proposed deep AL methods, deeper analysis
of those methods in ([68, 69, 70]) show that AL struggles to outperform random
sampling baselines when slight changes are made to either datasets (class-imbalance)
or training procedures (data augmentation, regularization, etc.). Interestingly, to the
best of our knowledge, the design of better initial labeled pools received no attention
by the deep AL community. Considering the tremendous success of self-supervised
learning methods in recent years ([71, 72, 73, 74, 75, 76, 77]), we ask the question if
choosing an initial labeled pool intelligently can improve AL performance.

This chapter focuses on discussing an empirical study we perform on existing deep
AL methods while using initial labeled pools, sampled using methods other than
random sampling. To investigate the effect of intelligently sampled initial labeled
pools on deep AL methods, we propose two sampling techniques, leveraging state-
of-the-art self-supervised learning methods and well-known clustering methods. In
particular, we propose the following ways of choosing the initial pool:
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• Sample datapoints that a state-of-the-art self-supervised model finds challeng-
ing, as observed using the trained model’s loss on the data.

• Cluster the unlabeled pool first and then perform sampling across each cluster.
Equal proportions of datapoints are sampled from each cluster to make sure the
chosen samples span the entire dataset.

We hypothesize that AL methods (we focus our efforts on deep AL methods)
can benefit from more intelligently chosen initial pools, thus eventually reducing an-
notation cost in creation of datasets. Our empirical study will seek to address the
following specific questions:

• Can pool-based deep AL methods leverage design of intelligently sampled initial
pools to improve AL performance?

• Can we exploit latest advancements in self-supervised learning to boost deep
AL performance with no additional labeling cost?

• Are some initial pools better than others? What makes an initial pool good?

In a realistic training setting with measures to avoid overfitting (i.e. regulariza-
tion, batch norm, early stopping), we hypothesize that the generalization error of AL
models starting with our initial pools will be lower than those of AL models starting
with random initial pools, across AL cycles. However, as AL cycles increase, we ex-
pect to see shorter margins of error difference as the effect of our initial pools on the
model performance could diminish with increase in labeled pool size. Studying the
use of unsupervised/self-supervised learning in later epochs could be an interesting
direction of future work. If initial pools do contribute to better model performances,
our work could make a positive contribution to: (i) boosting AL performance with no
additional annotation; (ii) developing datasets with lesser annotation cost in general;
and (iii) promoting further research in the use of unsupervised learning methods for
AL. On the other hand, if random initial pools perform better than our initial pools,
the community will still have useful insights about this rather unexplored part of AL
through this study.

3.2 Related Work
Analysis of Active Learning: In recent years, previous works have evaluated the
robustness and effectiveness of deep AL methods for various tasks. [70] first reported
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some obstacles of deploying AL in practice by empirically evaluating consistency of
AL gains over random sampling and transferability of active samples across models.
Along the same lines, [69] evaluated the performance of deep AL methods under data
augmentation, low-budget regime and a label-intensive task of semantic segmenta-
tion. More recently, [68] comprehensively tested the performance variance of deep
AL methods across 25 runs of experiments. They considered various settings such as
regularization, noisy oracles, varying annotation and validation set size, heavy data
augmentation and class imbalance. However, none of these efforts have considered
varying the sampling strategy for the initial pool.
Exploiting Unlabeled Data: Our focus is on finding out if initial pools with
certain desirable qualities can bolster AL performance. We exploit self-supervised
pretext tasks to sample the initial pool more intelligently. Previous works have suc-
cessfully managed to integrate unlabeled data into AL using self-supervised learning
and semi-supervised learning. [78] showed that initializing the target model with
the features obtained from self-supervised pretraining gives AL a kick-start in per-
formance. Contemporaneously, [28] also used this technique in combination with a
GAN based AL method and reported SOTA results on SVHN, CIFAR-10, ImageNet,
CelebA datasets. This is enough evidence that exploiting self-supervised learning
methods can boost AL performance, but the cited works operate in the model weight
space. The importance of good initialization in weight space ([79, 80, 81]) is well un-
derstood by the deep learning community; To the best of our knowledge, there have
been no efforts in understanding the importance of good initialization in data space
for deep AL methods. In case of traditional AL (before deep learning’s popularity),
there have been handful of encouraging works that support our hypothesis ([82, 83]).
Both these works use k-means clustering to initialize the initial label pool, k-nearest
neighbor algorithm for training and report better AL performance on small scale text
classification tasks.
Model Loss for AL: In our work, we use a trained model’s loss to identify the most
informative unlabeled samples. Existing AL methods largely rely on using the target
model’s loss for active sampling. [84] first proposed an AL framework by calculating
Expected Gradient Length (EGL) where the learner queries an unlabeled instance
which, if labeled and added to the labeled pool, would result in the new training
gradient of the largest magnitude. More recently, [26] proposed a loss prediction
module which is attached to the target network to predict the loss value of unlabeled
samples. In contrast to these methods, we strictly rely on a self-supervised model’s
loss, instead of the target model, since the initial pool needs to be selected/sampled,
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before any model is trained on the target data.

3.3 Methods and Experimental Protocol
In this section, we describe: (i) the notations and setting for pool-based AL cycles;
(ii) our strategies for sampling the initial pool; and (iii) the AL methods that are
subsequently used to build on top of the initial labeled pool. Implementation details
and other considered additional experiments and ablation studies are mentioned at
the end of this section.

3.3.1 Pool-based Active Learning Setting
Given a dataset D, we split it into train (Tr), validation (V ), and test (Ts) sets.
At the beginning, the train set is also treated as an unlabeled (U) set, from which
samples are moved to a labeled set (L) after every AL cycle. Pool-based AL cycles
operate on a set of labeled data L0={(xi, yi)}NL

i=1 and a large pool of unlabeled data
U0={xi}NU

i=1, and model Φ0 is trained on L0 in every AL cycle. In our setting, given
L0 = ∅ to start with, a sampling function Ψ(L0, U0,Φ0) parses xi ∈ U0, and selects
k (budget size) samples. These samples are then labeled by an oracle and added
to L0, resulting in a new, extended L1 labeled set, which is then used to retrain Φ.
This cycle of sample-label-train repeats until the sampling budget is exhausted or
a satisfying performance metric is achieved. In our case, we populate L0 using our
proposed methods, discussed in Section 3.3.2. Sec 3.3.3 describes the query methods
we use to perform the traditional AL cycles after this initial pool selection. We can
confirm that there exists a good initial pool if the generalization error of models
starting with our initial pools is lower than those of models starting with random
initial pools across the AL cycles.

3.3.2 Proposed Initial Pool Sampling Strategies
We now describe our initial pool sampling strategies, which were briefly stated in
Section 3.1.

Our methods are fundamentally motivated by the hypothesis that samples con-
sidered challenging for an unsupervised/self-supervised setting can help bootstrap AL
methods through a more intelligent, well-guided choice of an initial labeled pool.
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(a) (b) (c)

(d) (e) (f)

Figure 3.1: Illustration of query strategies in traditional pool-based AL: (a) A toy
dataset of 500 instances, evenly sampled from two class Gaussians; (b) Decision
boundary of a logistic regression model trained on the dataset; (c) Trained model’s
CrossEntropy loss on training instances; Decision boundary of logistic regression mod-
els trained on 35 instances chosen (d) randomly (e) using Least Confidence method
[6] (f) using Max-Entropy method [7]; Best viewed in color. Labeled instances are
emphasized for clarity.

Self-Supervision Methods

As shown in Figure 3.1, well-known pool-based AL methods rely on choosing samples
with a high uncertainty of the target model trained on an initial labeled pool.

Since our focus is on choosing an initial labeled pool where there is no target
model, we cannot use these AL query methods since we do not have access to labels
to calculate the supervised model’s loss on training data. We hence train a self-
supervised model on the entire unlabeled pool and identify samples as ”challenging”,
where the self-supervised model’s loss is relatively higher than that of others. The
recent success of self-supervised learning in learning useful data representations ([77,
76, 75, 72, 73, 71]) motivates us to hypothesize that such a model could help us sample
the most informative datapoints without any supervision.

Let τ be any self-supervised task with an objective to minimize the loss function
L. Let θ be trained weights obtained by solving τ on the unlabeled data pool U . We
want the oracle to label and populate the initial pool L0 with datapoints sampled by
solving:

arg max
i

Lτ (xi; θ) ∀xi ∈ U (3.1)

Since we are working with a learned model’s loss, any self-supervised task can
be used, making our proposed method task-agnostic. We have chosen tasks that
are simple and easy to interpret, such as image inpainting ([74]) and image rotation
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prediction ([72]). For example, in case of the rotation prediction task, our strategy
can be summarized as: if a trained rotation predictor struggles to rightly predict the
rotation of a sample, even after looking at it while training, then it is a hard sample
- thus human labeling is needed. In addition to the above tasks, we will also train
a Variational Autoencoder (VAE) ([85]) as one of our tasks where datapoints with
highest loss i.e. hard to reconstruct images are sampled for the initial pool. We
want to do this to understand how complexity of self supervised tasks (e.g. image
inpainting task is more complex than VAEs) relates to efficiency of the sampled initial
pool using those tasks.

Unsupervised Learning (Clustering) Methods

Sampling bias is the most fundamental challenge posed by AL especially in case of
uncertainty based AL methods ([86]). Assume AL is performed on a dataset with data
distribution D. But as AL cycles proceed, and datapoints are sampled and labeled
based on increasingly confident assessments of their informativeness, the labeled set
starts to look less like D. This problem is further exacerbated by highly imbalanced
real-world datasets where random initial samples, with high probability, may not span
the entire data distribution D. To overcome this, several works proposed diversity
based methods ([24, 27]) whose fundamental goal is to sample unlabeled datapoints
from a non-sampled area of D such that all areas of D are seen by the target model.
Motivated by these methods and their success, we propose a clustering-based sampling
method for choosing the initial pool such that the sampled points spans all area of D
(i.e., all clusters) even before AL starts. In a way, this is analogous to exploration in
AL ([87]), albeit in an unsupervised way.

We assume that number of classes to be labeled (K) in the dataset D is known
apriori. If a clustering algorithm is applied on the unlabeled data U={xi}NU

i=1 to obtain
K clusters and every datapoint xi is assigned only one cluster Cj, we get K disjoint
sample sets C = {C1, C2, ..., CK}. If the initial pool budget is B samples, we sample
B
K datapoints from each cluster. Equal weight is given to each cluster to make sure
initial pool is populated with datapoints that span the entire D. As another variant to
this method, we will also experiment by sampling |Cj |∗B

NU
datapoints from each cluster,

keeping the original cluster proportions intact. We will use DeepCluster ([73]) and
k-means as clustering methods in our experiments.
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3.3.3 Active Learning Query Methods
In order to study the usefulness of the choice of the initial labeled pool across AL
methods, we need to study different AL query methods in later cycles of model upda-
tion. Modern pool-based AL methods may be broadly classified into three categories.
We will evaluate the effectiveness of our sampling methods on AL methods from all
three categories:

• Uncertainty Sampling: Least Confidence (LC) ([6]), Max-Entropy (ME)
([7]), Min-Margin (MM) ([88]) & Deep Bayesian AL (DBAL) ([23])

• Diversity Sampling: Coreset (greedy) ([24]) & Variational Adversarial AL
(VAAL) ([27])

• Query-by-Committee Sampling: Ensemble with Variation Ratio (ENS-
varR) ([25]) (3 ResNet18 models) & ensemble variants of Least Confidence
(ENS-LC), Max-Entropy (ENS-ME) and Margin Sampling (ENS-MM)

All the above methods are already implemented in the AL toolkit offered by [68],
and we will leverage it to study the methods.

3.4 Implementation Details
Following recent deep AL efforts, we will use MNIST, CIFAR-10, CIFAR-100 and
Tiny ImageNet-200 ([89]) datasets in our experiments. We use the AL methods,
model architectures, data augmentation schemes and implementation details from
[68] for our experiments.

For all datasets, we plan to tune hyperparameters using grid search. However, go-
ing by previous works, we expect to use an Adam optimizer ([90]) across the datasets.
For datasets CIFAR-10 and CIFAR-100, we expect to use learning rate (lr), weight
decay (wd) from [68] - (lr = 5e−4, wd = 5e−4) and (lr = 5e−4 and wd = 0) respec-
tively. For all datasets, we augment the data with random horizontal flips (p = 0.5)
and normalize them using statistics provided in 1, 2. We will use ResNet18 ([91]) for
all our experiments.
AL Details: As usually done in most AL work, we will initialize L0 with 10% of
the unlabeled set U and in every AL cycle 10% of the original unlabeled set U will
be sampled, labeled and moved to labeled set Li. However, we expect some changes

1https://github.com/pytorch/examples/
2https://github.com/kuangliu/pytorch-cifar
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in AL cycle details due to irregularities between datasets (e.g. MNIST is easier to
learn compared to Tiny ImageNet) and those changes will be reported appropriately
post-experiments.

Performance Metrics: We will measure accuracy on the test set after every AL
cycle (including after the choice of the initial labeled pool). Our initial pool sampling
strategies will be compared against a random selection of the initial pool (the default
option used today), and all our results will be reported (as mean and std) over 5 trials
to avoid any randomness bias in the results.

We also plan to visualize the chosen initial labeled pool using t-SNE embeddings
in case this provides any understanding of sampling strategies that work best. We
will also examine overlap between every labeled pool acquired during all AL cycles
when our initial pool sampling strategy is used against a random choice. This would
allow us to know if initial pool played any role in altering the labeled pools (for better
or worse).

3.4.1 Additional Experiments
In practice, populating the initial pool only with challenging datapoints may not be
fully conducive for learning. Hence, we plan to follow [92] and split the sorted list
obtained by solving Eqn (3.1) into n equal-sized bins. If the initial pool budget size
is B, we query B

n highest scored images from the top (n − 1) bins (hard samples)
and B

n lowest scored images from the last bin (easy samples). So the resultant batch
contains images from different regions of the score space. In the experiments, we will
use 2, 5 and 10 as the values of n.

Additionally, we will test the usefulness of our sampling methods on AL for im-
balanced data. For this, we will follow [93] to simulate a long-tailed distribution of
classes on CIFAR-10, by following power law.

3.5 Experimental Results
In this section, we first document the modifications to the original experimental pro-
tocol. Then, we present the experimental results on MNIST, CIFAR-10, CIFAR-100
and Tiny ImageNet datasets. Then, we discuss our experimental findings and eval-
uate the extent to which intelligently sampled initial labeled pools help boost AL
performance3. Finally, we provide more training details needed for reproducing our

3Our code is available at https://github.com/acl21/init-pools-dal
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Figure 3.2: Performance of each active learning query method with different initial
pool sampling strategies on CIFAR-10. There are 8 graphs shown, one for each active
querying method as mentioned in the graph titles. Each colored line in the graph
corresponds to an initial pool sampling method, as shown in the legend.

results.

Using grid search, we obtained hyperparameters which are better than the ones
mentioned in the proposal. We report the final hyperparameter choices in section 3.6.

3.5.1 Initial Pool Sampling Details
For completeness, we briefly describe the methods used for our experiments below:
SimCLR: Contrastive learning methods, such as SimCLR ([71]), learn representa-
tions by contrasting positive pairs against negative pairs. Positive pairs include input
images and their augmented variants. Ideally, a trained SimCLR model should have
comparatively low contrastive loss for positive pairs of a given image taken from the
unlabeled set. We design our sampling method on this fact. Firstly, we train a
ResNet-18 SimCLR model with the recommended augmentations: image horizontal
flipping, Gaussian blur, color jitter, and image gray-scale. After training the model,
we assign each image in the unlabeled pool a score - model’s average contrastive loss
between an input image and four of its augmented variants4. The higher the average
contrastive loss, the harder it was for the trained SimCLR model to learn that input,
so we sample such images first.

4MNIST dataset has gray-scale images so we average the contrastive loss over the other three
augmentations.
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Figure 3.3: AL Performance of each active learning query method with different initial
pool sampling strategy on CIFAR-100.

VAE: We train a vanilla VAE model on the entire training data till convergence.
We then sample those data points from the training set whose reconstruction error
was high post-training. The higher the reconstruction error, the harder it was for the
model to learn such images, hence we sample them first. We chose VAE in particular
to understand how task complexity (the VAE reconstruction task is simpler than
SimCLR’s) contributes to initial pool efficiency.
SCAN and K-Means: SCAN ([94]) is a state-of-the-art clustering method where
feature learning and feature clustering are decoupled. SCAN builds on top of features
learned by any self-supervision task (in our case, we used SimCLR). At the end of
training, the SCAN model assigns a single cluster to each data point. In case of
K-Means, we apply K-Means algorithm to SimCLR-learned feature representations
to get cluster assignments. Once again, we chose these two clustering methods (one
very simple, K-Means, and one more sophisticated, SCAN) to understand the role of
model complexity w.r.t. the effectiveness of the initial pool.

3.5.2 Results
Main Experiments

Figures 3.2-3.5 depict the main results of our experimental study on finding good
initial pools for AL. We first describe how the results are illustrated in Figures 3.2-3.5.
We have one figure for each of the following four datasets: CIFAR-10, CIFAR-100,
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Figure 3.4: Tiny ImageNet: Our initial pools perform no better than random initial
pools across all AL configurations.

Tiny ImageNet and MNIST. Each plot inside the figures depicts the performance
of one AL method with various initial pool techniques. For instance, the plot titled
VAAL (second row, right most) in Figure 3.2 shows the performance of models trained
on data sampled by VAAL’s query method in each episode, however initiated with
different initial pool strategies (indicated by different colored lines). For example,
the red lines show that AL methods were started using the SimCLR-based initial
pool strategy. The plots are conventional AL plots where the x-axis represents the
percentage of labeled data used to train the model, and y-axis represents the model’s
performance on the test set.

We now briefly analyze the results of each initial pool sampling strategy.
SimCLR: In Figure 3.2 (CIFAR-10), before the first episode, models trained with
SimCLR-sampled initial pools show better performance than models trained on a ran-
domly generated initial pool across all eight configurations, including passive learning.
However, this performance gain in the beginning of the AL cycles did not contribute
to the model in picking better active samples. We can see that models starting with
SimCLR-based initial pools performed similar to the models which started with ran-
dom initial pools at each episode of the AL cycles. Similarly, on CIFAR-100, we see
in Figure 3.3 that the models starting with SimCLR sampled initial pools perform
either same or worse than the models starting on random initial pools at both ends
of the AL cycles across all eight configurations. On Tiny ImageNet (Figure 3.4) and
MNIST (Figure 3.5), we see the same trend as that of CIFAR-100’s.
SCAN and K-Means: Across all datasets, none of the two clustering methods:
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SCAN and K-Means, show signs of contributing to better model performances com-
pared to random initial pools.
VAE: Perhaps the most surprising behaviour we noticed among all the methods was
how VAE-sampled initial pools worked. Models trained with VAE sampled initial
pools consistently underperformed in the first episode of the AL cycles across all four
datasets. On CIFAR-10, in the first episode, the average test accuracy difference
between models trained with VAE initial pools and other initial pools was 12%.
Similarly, there was a 11% difference in case of CIFAR-100, 4.5% in case of Tiny
Imagenet and 18% in case of MNIST. We suspect this is due to the difference in
models used for initial pool sampling and active learning. It has been empirically
shown that data points actively sampled by one model, say VGG16, do not transfer
well to another model, say ResNet-18 ([70, 68]). To allow for smooth transfer of
samples, we used the same ResNet18 model for training SimCLR, SCAN and active
learning episodes. However, following general trends of use of VAEs, we use a simple
VAE model with 4 convolutional layers each in the encoder and the decoder, which
may have resulted in this significant difference.

At the end of all AL cycles, on CIFAR-10, Tiny Imagenet and MNIST, we see
that all initial pools converge to largely similar test accuracy, suggesting no significant
improvement in AL performance. But we see a different outcome in the case of
CIFAR-100 (Figure 3.3). On CIFAR-100, models starting with VAE-sampled initial
pools, despite the bad start, ultimately outperform the models starting with the
other four initial pools in six out of the seven configurations. In the passive learning
configuration (control experiment), we notice that VAE appears to be outperforming
others but that happens only in the final episode of the AL cycle, suggesting that
this performance gain in six configurations was not a mere coincidence. The models
starting with VAE start to outperform their random counterparts right after the
second episode (20%), and we notice the VAE curve starting to diverge from others.
However, this behavior was only seen on CIFAR-100.

To summarize the findings, our proposed methods could not conclusively prove
the existence of good initial pools that help AL methods in the long run, although
the use of VAE-based initial pool strategy showed some interesting trends.
What explains the odd behavior of VAE sampled initial pools on CIFAR-
100?
To investigate the reason behind the odd behavior of models started with VAE-based
initial pools, we study the class distribution of initial pools obtained by 4 methods -
VAE, SCAN, SimCLR and K-Means. To this end, we picked initial pools from the
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Figure 3.5: MNIST.

Figure 3.6: CIFAR-100: Class distribution of initial pools picked by various methods.
Note the apparent class imbalance in the initial pool picked by VAE. Is this the reason
for the performance gain?

DBAL experiment.
Looking at the class frequencies of all CIFAR-100 initial pools in Figure 3.6,

we notice a clear difference between the VAE-sampled initial pool and the others.
VAE-sampled initial pool has more class imbalance and is particularly emphasizing
on images from specific classes. To verify if the VAE-based initial pool sampling
technique is biased towards difficult classes, we created two sets of CIFAR-100 classes:
(1) Top 10 classes sampled by VAE, (2) 10 classes with least per-class test accuracy
w.r.t. the model in the final AL episode. We use (2) as a proxy for “difficult” classes.
We observed that both these sets have 4 classes in common. While this overlap is
not high enough to conclude that VAE sampling is biased towards difficult classes, it
nevertheless is an interesting future direction to pursue, and merits more study.
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Ablation Experiments

Comparing the Initial Pools: We used SimCLR representations to obtain t-SNE
embeddings on all initial pools of a randomly chosen Max-Entropy (ME) experiment
on CIFAR-10. The t-SNE plots of 5000 data points are shown in Figure 3.7. Unsur-
prisingly, we see no apparent inconsistencies or anomalies in either class distribution
or inter-class relationships across the four initial pools except for the VAE-sampled
initial pool whose class distribution is noticeably different than the others.

The other four initial pools are nearly identical. A confusion matrix with their
overlap statistics, shown in Figure 3.7, shows that all five initial pools roughly shared
approximately 10% of the data points among themselves. Even with nearly 90% of
unique data points, all four initial pools contributed to largely similar model gener-
alization error (as seen in Max-Entropy graph of Figure 3.2).

Figure 3.7: CIFAR-10: Initial pools visualized using t-SNE.

Low-Budget AL: Is 10% of data points too many for the model? Is that why we are
unable to spot any potential performance differences between the four mostly unique
initial pools? To find out if a low query budget can help spot performance differences,
we repeated our experiments on CIFAR-10 for Max-Entropy (ME), Least Confidence
(LC) and Deep Bayesian (DBAL) AL query methods but with just 1000 samples (2%
of the overall dataset size) in the initial pool. We set the AL budget to 1000 and
allowed the AL cycles to run up to 10 episodes (22% of the overall dataset size). The
results of these experiments (averaged over 2 runs) are shown in Figure 3.8. All three
AL methods benefit from VAE-sampled initial pools, albeit marginally, while other
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initial pools do not contribute to any performance gain compared to random initial
pools.
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Figure 3.8: CIFAR-10: In low budget AL setting, only VAE initial pools show
marginal performance gains over random initial pools.

Long-Tail CIFAR-10: One of the motivations behind our proposed unsupervised
method (Section 3.3.2) was to allow AL cycles to start with a balanced initial pool,
which spans the entire data distribution, when dealing with imbalanced datasets. To
that end, we created a Long-Tail CIFAR-10 with an imbalance factor of 50 ([93]). We
report the experiment results on three AL methods (ME, LC, DBAL) averaged over 2
runs in Figure 3.9. Surprisingly, our unsupervised initial pool sampling methods did
not help the three AL methods. In fact, models trained on SCAN-based initial pools
did consistently worse than models trained on random initial pools. Once again, VAE-
based initial pools positively contribute to three AL methods albeit the performance
gain is quite marginal.
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Figure 3.9: Long-Tail CIFAR-10: Our unsupervised sampling methods (SCAN and
K-Means), motivated by this imbalance setting, did not improve LC, ME, DBAL
query method performances. In the long run, VAE-based initial pools show marginal
performance gains over random initial pools.
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3.6 More Training Details
In this section we mention more training details necessary for reproducing our exper-
iments.

3.6.1 Slightly Modified ResNet18 Model
To add an extra projection layer as the penultimate layer of the model is a convention
in self-supervised learning methods ([71, 95]). To be consistant with the ResNet18
model used for SimCLR and SCAN training, we added a projection layer to the
model just before the final fully connected layer. Projection dimension was set to 128
for MNIST, CIFAR-10/100, 512 for Tiny ImageNet experiments. Also, the official
ResNet18 implementation doesn’t include any dropout layers in it. To allow for DBAL
method to run Monte Carlo simulations, we added a dropout layer with p=0.5 after
the flattening layer. We only did this for DBAL experiments.

3.6.2 Hyperparmeters for AL Training
For all experiments on all datasets, we set momentum = 0.9, wd = 3e−4, gamma =
0.1. Other hyperparameter choices are as follows:

Dataset Epochs Optimizer Learning Rate Scheduler Batch Size
CIFAR-10/100 200 SGD 0.025 Cosine (0.1) 96

MNIST 100 Adam 0.005 None 64
TinyImageNet 100 Adam 0.001 None 200

Table 3.1: Hyper-parameters of AL Cycles

3.6.3 SimCLR, SCAN and VAE Training
For all four datasets we train SimCLR and SCAN with largely similar hyperparam-
eters. We use the official implementation of SCAN5 (includes SimCLR implemen-
tation as well) for training and use their recommended hyperparmeters across all
experiments. In case of CIFAR-100, we follow the standard practice and group the
100 classes into 20 super classes before training SimCLR (the grouping details can
be found in the official SCAN repository). Evaluation metrics of our final SimCLR
+ SCAN + Self Labeling models are as follows:

5https://github.com/wvangansbeke/Unsupervised-Classification/
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Dataset ACC NMI ARI
CIFAR-10 0.70 0.46 0.38
CIFAR-100 0.44 0.41 0.25

MNIST 0.86 0.72 0.72
Tiny ImageNet 0.10 0.07 0.05

Table 3.2: Final Model Performances after Self-Labeling (SimCLR + SCAN + Self-
Label)

In case of VAE training, we trained a Vanilla VAE6 on the entire training data
with hyperparameters as follows: optimizer = Adam, lr = 0.001, epochs = 100,
momentum = 0.9, wd = 5e−4, batch size = 200, for all four datasets. We used 5%
of the training data as the validation set. The model weights at epoch with best loss
are saved for initial pool sampling.

3.7 Conclusion
In this work, we proposed two kinds of strategies – self-supervision based and clus-
tering based – for intelligently sampling initial pools before the use of active learning
(AL) methods for deep neural network models. Our motivation was to study if there
exist good initial pools that contribute to better model generalization and better deep
AL performance in the long run. Our proposed methods and experiments conducted
on four image classification datasets couldn’t conclusively prove the existence of such
good initial pools. However, a surprising outcome of this study was how initial pools
sampled with a simple VAE task contributed to improved AL performance, better
than more complex SimCLR and SCAN tasks. Even though VAE-based initial pools
worked better than random initial pools only on one dataset (CIFAR-100), ablation
studies on low budget CIFAR-10 settings as well as on Long-Tail CIFAR-10 point
towards potential in VAE-sampled initial pools. Are images that are hard to recon-
struct for VAEs good for generalization? Can better generative models like GANs do
better than VAEs? We leave this for future work. While our methods and findings
could not conclusively prove our hypothesis that AL methods can benefit from more
intelligently chosen initial pools, we are optimistic about the potential this research
direction holds.

6https://github.com/AntixK/PyTorch-VAE
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Chapter 4

On Adversarial Robustness: A
Neural Architecture Search
perspective

4.1 Understanding Adversarial Robustness from an
Architecture Perspective

One of the two popular ways in which adversarial examples are created is known as
white-box attacks. In this setting, the attacker has access to the model architecture
and the model parameters. The adversarial examples are typically calculated by
taking the gradient of the loss function, which is a function of the network topology.
This raises an important question that forms the primary motivation of this work, Can
the complex topology of a neural network architecture provide adversarial robustness
without any form of adversarial training?

In an attempt to understand adversarial robustness purely from an architectural
perspective, in this chapter, we seek to answer the following questions,

abc

• How robust are existing SoTA image classification architectures without any
form of adversarial training?

• How do NAS-based architectures compare with hand-crafted architectures (like
ResNets, DenseNets, etclet@tokeneonedot) in terms of architectural robustness?

• Does an increase in the number of parameters of the architecture help improve
robustness?

38



• Where does the source of adversarial vulnerability lie for NAS? Is it in the
search space or in the way the current methods are performing the search?

To the best of our knowledge, our work is the first attempt at understanding
adversarial robustness purely from an architectural perspective. We show that the
complex topology of neural network architectures can be leveraged to achieve robust-
ness without adversarial training. Additionally, we introduce two simple metrics,
Harmonic Robustness Score (HRS) and Per-parameter HRS (PP-HRS) that combine
(1) the total number of parameters in a model, (2) accuracy on both clean and per-
turbed samples, to convey how robust and deployment-ready a given model is when
no adversarial training is performed.

We examine the adversarial robustness of different hand-crafted and NAS-based
architectures in a wide range of scenarios and find that for large-scale datasets, com-
plex tasks and stronger attacks (like PGD) the traditional hand-crafted architectures
like ResNet and DenseNets are more robust than NAS-based architectures (Figure
4.1) i.e., the adversarial robustness of a model heavily depends on the network topol-
ogy. Results of our study can be used to design network architectures that can give
adversarial robustness as a free add-on along with SoTA performance on un-perturbed
samples. Finally, we show that the popular way of increasing parameters to increase
robustness [96, 97] holds up only to an extent; after a certain threshold increasing
parameters alone hurts both the adversarial robustness and accuracy of clean samples.
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crafted architectures on CIFAR-10 dataset. Bubble size represents the number of
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4.2 Adversarial Robustness and Neural Architec-
ture Search

Adversarial Attacks Categorisation: Existing adversarial attacks can be broadly
classified into white-box and black-box attacks. The difference between these lies
in the knowledge of the adversaries. In white-box attacks, the adversaries have
the full knowledge of the target model, including the model architecture and pa-
rameters. In a black-box setting, the adversaries can only resort to the query ac-
cess to generate adversarial samples. In the frameworks of these threat models
several effective adversarial attacks have been proposed over the years such as L-
BFGS [98], FGSM [99], BIM [100], C&W attacks [101] JSMA [102], Deep-Fool [103]
,R-FGSM [104], StepLL [105], PGD [96] and most recently SparseFool [106], F-
FGSM [107]. For more information on adversarial attacks and defenses, please see
[108, 109]. White-box is a stronger setting as the attackers can access the model
parameters and architecture. It is also closely related to the network topology aspect
of our study. So we mainly focus on the white-box setting for our work.

One popular way to improve the adversarial robustness of deep learning models
is adversarial training (AT) [110]. The basic idea of AT is to create and incorporate
adversarial samples during the training phase. A critical downside of AT is that it
is time-consuming[111]; in addition to the gradient computation needed to update
the network parameters, each stochastic gradient descent (SGD) iteration requires
multiple gradients computations to produce adversarial images.

Categorisation of existing NAS approaches Over the years, several ap-
proaches have emerged to search architectures using methods ranging from Reinforce-
ment Learning (RL) [30], Neuro-evolutionary approaches [112], Sequential Decision
Processes [113], One-shot methods [33] and fully differentiable Gradient-based meth-
ods [114]. While most of these algorithms attempt to search a cell architecture (micro
search) due to the computational cost involved and repeat the cell a fixed number of
times, few recent approaches have also demonstrated searching the full architecture
(macro search).

Most of the early approaches are based on RL and neuro-evolutionary algo-
rithms, making the search process computationally intensive. Recently these have
been replaced by one-shot fully-differentiable gradient-based NAS methods, such as
DARTS [114], which are orders of magnitude faster than non-differentiable techniques
and have gained much traction recently. P-DARTS [115] bridges the gap between
search and evaluation by progressively increasing search depth. Partially-Connected
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DARTS [116], a SoTA approach in NAS, significantly improves the efficiency of one-
shot NAS by sampling parts of the super-network and adding edge normalization
to reduce redundancy and uncertainty in search. DenseNAS [117], a more recent
method, attempts to improve search space design by further searching block counts
and block widths in a densely connected search space. Despite a plethora of these
methods and their applications, there has been minimal effort to understand the
adversarial robustness of final learned architectures.

Adversarial Robustness of Architectures: [96] is one of the early works
to talk about adversarial robustness of network architectures. It shows that when
training with un-perturbed samples, increasing the network’s capacity in terms of
width, depth, and the number of parameters can alone help improve the robustness
for datasets like MNIST and CIFAR-10. Recently, [97] echoes this observation by
showing the depth of the networks helps improve the adversarial robustness during
adversarial training. Both [96, 97] talk about robustness mainly in the context of
adversarial training. However, our results show that when no adversarial training
is performed, increasing parameters alone after a certain point will hurt adversarial
robustness rather than helping.

Very recently, there have been limited efforts to improve adversarial robustness
using architecture search [118, 119]. [118] proposes a robust architecture search frame-
work by leveraging one-shot NAS. However, the proposed method adversarially trains
the entire NAS search space before starting the search process, making it harder to
assess the contribution of just the architecture to the adversarial robustness. [119]
uses black-box attacks to generate a fixed set of adversarial examples on CIFAR-10
and used these examples to search for a robust architecture using NAS. The experi-
mental setting is constrained and does not reflect the model’s true robustness as the
adversarial examples are fixed a priori. No study is done on white-box attacks. Both
[118] and [119] do not make any comparisons with existing NAS methods, which, as
per our study, are already robust to an extent.

In this work, we mainly focus on evaluating the robustness of SoTA NAS methods
on white-box attacks across datasets of different sizes, including large-scale datasets
such as ImageNet [19] and compare them with hand-crafted models like ResNets
and DenseNets. As a part of our study, we introduce metrics that can be used
to estimate the trade-off between clean accuracy and adversarial robustness when
comparing architectures within and across different families.
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4.3 Robustness of NAS models: A Study
We have carefully designed our experimental setting to answer the questions stated in
Section 4.1. We begin by describing the design of our experiments, providing details
about datasets, models, attacks, and metrics.

Datasets: Since we want to compare the robustness of architectures across different
dataset scales and complexities, we choose four different image classification datasets.
In addition to the standard CIFAR-10 [120] data set, which consists of 60K images
of 32× 32 resolution, we also choose CIFAR-100 [121] to test if the same robustness
trends hold when the labels turn from coarse to more fine-grained and the number of
classes increase by a factor of 10. To study the robustness trend for tougher tasks like
fine-grained image classification where the classes are semantically and perceptually
more similar, we choose 102 Flowers dataset [122], which consists of 8189 flowers
images split across 102 categories with each category having 40-258 images.

Since most real-world applications deal with large-scale datasets, we also test
robustness on ImageNet [19] dataset, consisting of ∼1.3M images from 1000 classes.
This makes our study more complete when compared to earlier works.
Architectures: We select most commonly used NAS methods including DARTS [114],
P-DARTS [115], ProxylessNAS [123], NSGA-Net [124], along with recent methods like
PC-DARTS [116] and DenseNAS [117]. We evaluate five well-known handcrafted ar-
chitectures and at least four NAS architectures on each dataset mentioned above for a
fair comparison. For all experiments, we either use pre-trained models made available
by the respective authors or train the models from scratch until we obtain the per-
formance reported in the respective papers. For the results on Flowers-102 dataset,
we explicitly search for an architecture using the code provided by [125]. The results
for NSGA-Net are only available for CIFAR-10/100 because its implementation does
not support Imagenet. Similarly, the implementation of DenseNAS does not support
CIFAR-10/100, so the results are shown only for ImageNet. ProxylessNAS provides
pre-trained models for both CIFAR-10 and ImageNet, so we show the results only on
those two datasets.
Ensemble of Architectures: When compared with single architecture, an ensemble
of architectures are known to be adversarially more robust [126]. To understand the
effectiveness of ensembling, in Section 4.4.4, we random sample cells from the DARTS
search space using the code provided by [125]; and stack these cells to create small
architectures, since this is randomly sampling, the search cost associated with building
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these architectures is zero. After sampling, we follow the standard DARTS training
protocol to train these architectures. In general, for the CIFAR-10 dataset, DARTS
architectures having 20 cells are trained for 600 epochs. Following this, the number of
epochs for training each network in the ensemble is determined based on the number
of cells in that network. Effectively the ensemble as a whole is trained for 600 epochs
to ensure we make a fair comparison with existing approaches. After training each of
these networks separately; We train a simple linear model to combine the individual
model outputs; this linear model is trained only for two epochs. The difference
between standard DARTS and ensembling by sampling from DARTS search space is
visually shown in Figure 4.2. More details on the structure of the linear model are
discussed in Section 4.4.4
Adversarial Attacks: For adversarial robustness, we test against the standard at-
tacks like FGSM [99], PGD [96] and additionally report results on recently introduced
F-FGSM[107] and AutoPGD[127]. For all these attacks, we use a perturbation value
of 8/255 (3e-2) this denotes the maximum noise added to each pixel in the input
image for perturbing it and step size of 2/255 (7e-3), with the attack iterations as
10. Additionally, we run the AutoPGD attack with 10 random restarts. All these
parameter choices are standard and are widely used in the community [128, 129, 107],
architectures are trained using standard training protocols, and no adversarial train-
ing is performed. We use the library provided by [130] for all the adversarial attacks
in our experiments.
Metrics: We use Clean Accuracy and Adversarial Accuracy as our performance
metrics. Clean accuracy refers to the accuracy on the undisturbed test set as provided
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in the dataset. For each attack, we measure Adversarial accuracy by perturbing the
test set examples using various attacks in the methods listed in 4.3. These adversarial
accuracies are reported in the tables as FGSM, F-FGSM, PGD, depending on the
attack.

One of the main problems with adversarially trained models is that their clean
accuracy is less than standard non-adversarially trained models. Adversarial vulner-
ability is a side-effect of overfitting to the training set [131]. While this overfitting
gives good performance on the test set, it makes the model vulnerable to adversarial
examples. If a model accuracy on clean samples is not good, it is not useful when de-
ployed in a situation where un-perturbed samples are often more often. On the other
hand, if the model has SoTA performance on a clean test-set, it becomes vulnerable
to adversarial examples. There is no proper metric to capture this clean accuracy vs.
adversarial accuracy trade-off. We introduce a metric, which we call Harmonic Ro-
bustness Score (HRS), which is the harmonic mean of clean accuracy and adversarial
accuracy. HRS captures the trade-off between the clean accuracy and robustness to
the commonly used PGD attack. By doing so, it captures the real-world usefulness of
a model along with its resilience when no adversarial training is performed. Consider
a model with clean accuracy C and PGD accuracy P (both in percentage), HRS for
that model is calculated as follows:

HRS =
2CP

C + P
(4.1)

When comparing performances of architectures belonging to the same family, number
of parameters play an important role. So we further define per-parameter harmonic
robustness score (PP-HRS) to measure the accuracy vs. robustness trade-off within
a family of architectures. PP-HRS compares the parameters of the model with the
parameters in the baseline model of that family. In a family of architectures ( F ),
consider a baseline model mb having pb million parameters, now for a model mi ∈ F
with pi million parameters, PP-HRS is calculated as follows:

PP-HRS = HRS ∗ pb
pi

(4.2)

4.4 Analysis and Results
In this section, we compare and contrast the robustness of different architectures in
a wide-range of scenarios and answer questions listed in Section 4.1
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4.4.1 How Robust is existing SoTA Image Classification Ar-
chitecture without any form of Adversarial Training?

To gauge the adversarial robustness of current SoTA architecture used for image clas-
sification, we have chosen EfficientNet [34], a widely popular and SoTA architecture
for image classification. In Table 4.1, we compare the clean accuracy, adversarial
accuracy and HRS for three different variants, B0, B4, B7 of EfficientNet (choice
based on parameter count; small, medium, high) on the ImageNet dataset with a
fixed input image size of 224× 224. Results for all the other variants are discussed in
Section 4.4.3. EfficientNet cannot be distinctly categorized as NAS or hand-crafted;
they’re a mix of NAS and some heuristic-based hand-engineering. For this reason, we
omit EfficientNet from our analysis in Section 4.4.2

[34] proposed EfficientNets, a family of models developed using NAS and com-
pound scaling. The baseline network is developed using NAS, after which the optimal
depth, width, and input image resolution are determined using compound scaling.
Compound Scaling uses a compound coefficient (φ) to scale width, depth, and reso-
lution in a principled way. In general, the compound coefficient φ is specified by the
user; it controls how many more resources are available for model scaling. α, β, and
γ shown in Eq ?? specify how to assign the resources to network width (w), depth(d),
and image resolution(r), respectively.

In comparison to the best performing NAS and hand-crafted architectures in Ta-
ble 4.4 (discussed in Section 4.4.2), EfficientNets are significantly better in terms of
robustness to adversarial attacks. The difference in HRS score of EfficientNet from
the best performing architecture is nearly 10%. In the case of PGD, a difference of
6% is quite significant for an ImageNet scale dataset. This significant difference in
robustness raises the following question, What makes EfficientNets more robust than
other architectures?

Variant Clean % FGSM F-FGSM PGD HRS
B0 91.35 48.94 42.80 8.11 14.89
B4 92.73 66.73 59.26 16.99 28.71
B7 91.57 60.13 48.48 11.20 19.96

Table 4.1: EfficientNet Architecture comparison on ImageNet dataset with fixed im-
age size of 224 x 224 (Top-5 Accuracy)

One significant difference between EffcientNet and existing NAS and hand-crafted
models is the scaling factor. Most of the hand-crafted and NAS-based architectures
are developed in a micro-style, i.elet@tokeneonedot, a small cell (like the ResNet block
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or DARTS cell) is developed/searched, and it is stacked to build the full architectures
of varying depths and parameter sizes. In the case of EfficientNet, this scaling is done
systematically using the compound scaling method described in Eqn. ??. The differ-
ence of 6% to PGD attack can be purely attributed to the use of compound scaling,
[132] echoes our claim; in the context of adversarial training, they empirically show
that compound scaling can help achieve adversarial robustness when used for scal-
ing any architectures. However, there is one crucial down-side of compound scaling.
In general, the compound coefficient φ is specified by the user, and determining the
optimal values for α, β, γ requires a grid-search to be performed. This is one of the
main drawbacks of compound scaling as performing a grid search and choosing a good
initial compound coefficient φ requires a good amount of computing power and brings
back the trial-and-error mode in which most of the early deep learning architectures
are developed. Letting NAS figure out the optimal way to scale a neural network
would alleviate the compute required for grid-search and makes the complete process
of finding an adversarially robust architecture end-to-end.

While 16% accuracy for a standard PGD attack might seem less compared to
adversarially trained counterparts, our primary goal is to show that adversarial ac-
curacy can be easily achieved as an add-on without using any form of adversarial
training. Since NAS is already the de-facto choice for achieving SoTA clean accuracy
on standard datasets, making adversarial robustness an add-on to these architectures
would be a convenient way to make deep learning architectures resilient to simple
adversarial attacks.

4.4.2 How do NAS based models compare with Hand-crafted
models in terms of Architectural Robustness?

The HRS score and robustness of different hand-crafted and NAS based architectures
on CIFAR-10, CIFAR-100, ImageNet and Flowers-102 datasets are shown in Tables
4.2, 4.3, 4.5, 4.4 respectively.

In the case of CIFAR-10 and CIFAR-100, NAS-based architectures outperform
hand-crafted architectures in terms of architectural robustness for attacks like FGSM
and F-FGSM by a significant margin. However, for stronger and most commonly
used attacks like PGD, NAS based architectures fail significantly compared to hand-
crafted models. In terms of HRS score, the difference in the best-performing NAS
and hand-crafted models is 21%.

This trend seen in CIFAR-10/100 for attacks like FGSM, F-FGSM did not hold
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Figure 4.3: Comparison of robustness and clean accuracy of different architectures; As
the difficult of the task or the scale of the dataset increases hand-crafted architectures
are more robust; (best performance is indicated by diamond symbol)
for large scale datasets like ImageNet and relatively complex tasks like fine-grained
classification. In the case of Imagenet, handcrafted models are more robust than NAS-
based architectures for all the attacks. Similarly, for the task of fine-grained classifica-
tion on Flowers-102 dataset, handcrafted models like DenseNet-169 and VGG-16 beat
NAS based architectures by a significant margin. Even in terms of clean accuracy,
for which the NAS-based models are generally known to be better than handcrafted
models, NAS architectures fail by a margin of ∼1.5% for the Flowers-102 dataset.

This trend of robustness for all four datasets is clearly shown in Figure 4.4. As the
dataset size or the task complexity increases, hand-crafted models start to be better
for all the three adversarial attacks. For stronger attacks like PGD, handcrafted
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Model Clean % FGSM F-FGSM PGD AutoPGD HRS
ResNet-18 93.48 52.43 48.33 24.27 23.13 38.53
ResNet-50 94.38 50.05 45.78 23.45 22.35 37.57
DenseNet-121 94.76 50.94 47.14 24.06 22.66 38.38
DenseNet-169 94.74 53.53 49.47 26.21 24.35 41.06
VGG16 BN 94.07 52.42 46.16 20.03 18.63 33.03
DARTS [114] 97.03 58.53 45.03 7.09 6.10 13.21
PDARTS [115] 97.12 58.67 47.62 9.31 7.98 16.99
NSGA Net [124] 96.94 66.08 56.16 11.1 9.82 19.92
Proxyless-NAS [123] 97.92 51.73 58.38 3.22 4.24 6.23
PC-DARTS [116] 97.05 60.55 48.65 9.84 8.36 17.87

Table 4.2: Comparison of clean accuracy and adversarial robustness on CIFAR-10
dataset (Top-1 Accuracy)

Model Clean % FGSM F-FGSM PGD AutoPGD HRS
ResNet-18 63.87 17.08 17.12 6.05 5.39 11.05
ResNet-50 73.09 19 18.12 5.63 5.16 10.45
DenseNet-121 78.71 22.9 22.22 7.28 6.68 13.33
DenseNet-169 82.44 22.73 21.66 7.37 6.90 13.53
VGG16 BN 72.05 17.09 15.15 4.27 3.81 8.06
DARTS [114] 82.43 24.91 16.34 2.32 1.89 4.51
PDARTS [115] 83.07 27.69 20.23 3.09 2.66 5.96
NSGA Net [124] 85.44 34.93 24.1 2.26 1.94 4.40
PC-DARTS [116] 81.83 26.22 18.35 2.93 2.51 5.66

Table 4.3: Comparison of clean accuracy and adversarial robustness on CIFAR-100
dataset (Top-1 Accuracy)

models are more robust when compared to NAS based architectures at any given
dataset scale. While NAS based architectures achieve SoTA clean accuracy in general,
the robustness of these architectures is very erratic.

Model Clean % FGSM F-FGSM PGD AutoPGD HRS
ResNet18 89.08 32.75 18.03 2.41 21.65 4.70
ResNet50 92.86 46.28 26.22 4.68 20.93 8.90
DenseNet121 91.97 56.20 38.11 6.932 24.20 12.89
DenseNet169 92.81 61.89 44.22 10.46 27.15 18.80
VGG16 91.52 33.34 13.54 1.55 19.57 3.05
DARTS 91.26 54.41 31.18 2.94 20.81 5.70
P-DARTS 92.61 55.53 33.87 4.11 20.67 7.86
PC-DARTS 92.49 58.90 37.86 4.75 21.52 9.04
Proxyless-NAS 92.54 59.56 39.69 6.48 22.28 12.11
DenseNAS-Large 92.80 47.91 27.25 2.97 19.62 5.76
DenseNAS-R3 93.81 54.99 32.11 4.32 19.94 8.25

Table 4.4: Comparison of clean accuracy and adversarial robustness on ImageNet
dataset (Top-5 Accuracy)

In summary, as the dataset size (in terms of the number of classes) or the task’s
complexity increases, NAS-based architectures are more vulnerable to adversarial
attacks than hand-crafted models if no adversarial training is performed.
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Model Clean % FGSM F-FGSM PGD AutoPGD HRS
ResNet-18 95.48 54.33 51.16 11.23 10.38 20.10
ResNet-50 97.31 53.97 52.38 11.36 10.01 20.34
DenseNet-121 97.19 67.4 58.61 16 13.80 27.48
DenseNet-169 97.44 69.11 62.76 18.56 16.48 31.18
VGG16 BN 95.24 72.16 66.06 27.59 26.74 42.78
DARTS [114] 95.97 64.47 59.95 19.29 18.19 32.12
PDARTS [115] 95.12 55.31 51.16 9.52 8.55 17.31
NSGA Net [124] 92.55 40.05 33.58 2.69 2.08 5.23
PC-DARTS [116] 94.02 54.7 45.3 6.84 6.23 12.75

Table 4.5: Comparison of clean accuracy and adversarial robustness on Flowers-102
dataset (Top-1 Accuracy)

4.4.3 Does an increase in the number of parameters of Ar-
chitecture help improve Robustness?

[133] and [96] observed that within the same family of architectures, increasing the
number of network parameters helps improve robustness. We hypothesize that thus
increasing model capacity benefits network robustness. To study this claim, we com-
pare the robustness of five families of architectures on the ImageNet dataset with
respect to the parameter count. For comparing the trends, we use PGD accuracy
along with the Per-parameter Harmonic Robustness Score (PP-HRS). The five dif-
ferent families of architectures we considered for this study are mentioned below.

Firstly, we choose all the eight different variants of the EfficientNet family intro-
duced in Section 4.4.1, followed by a recent SoTA NAS-based approach DenseNAS.
DenseNAS architectures are developed using two different search spaces. DenseNAS-
A/B/C and Large are developed using a MobileNetV2-based search space, and DenseNAS-
R1, R2, R3 are developed using a ResNet based search space. These networks are
listed in the increasing order of their parameters. Lastly, to also understand the trend
in hand-crafted models, we study the robustness of standard DenseNet and ResNet
models.

All the results of this comparison are shown in Table 4.6 and Figure 4.4. In
4/5 families considered for this study, an increase in parameters increases both clean
and adversarial accuracy. The maximum value of the parameter count in these four
families in nearly 26 million. This trend of increase in robustness with parameter
count is also seen in the fifth family (EfficientNet) but only up to a parameter count of
20 million. Increasing the parameters ”alone” beyond 20 million results in a decrease
of both clean and adversarial accuracy; this is probably why EfficientNet considers
different image sizes for each of the eight networks. After a certain point, increasing
the parameters alone will not help improve robustness, and Efficient, which has the
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Family Variant Params (M) Clean % PGD PP-HRS

Efficient-Net

B0 5.29 91.36 8.11 14.90
B1 7.79 88.89 5.47 7.00
B2 9.11 92.77 11.40 11.79
B3 12.23 93.04 13.37 10.11
B4 19.34 92.73 16.99 7.86
B5 30.39 90.95 9.37 2.96
B6 43.04 91.86 11.71 2.55
B7 66.35 91.57 11.20 1.59

DenseNAS

A 4.77 90.94 1.84 3.61
B 5.58 91.89 2.13 3.56
C 6.13 92.31 2.29 3.48
Large 6.48 92.80 2.97 4.24
R1 11.09 91.33 2.01 3.93
R2 19.47 92.47 3.19 3.51
R3 24.66 93.81 4.32 3.71

ResNet 18 11.69 89.08 2.41 4.69
50 25.56 92.86 4.68 4.08

DenseNet 121 7.98 91.97 6.93 12.89
169 14.15 92.81 10.46 10.60

Table 4.6: Comparison of parameter count vs Adversarial accuracy for five different
family of architectures on ImageNet dataset
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of architectures
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best adversarial accuracy in the case of ImageNet dataset, conveys this.
”In what family of architectures, the increase in parameter count is helping the

performance?”, to better understand this, we report PP-HRS in Table 4.6. In the
case of DenseNAS models developed using MobileNet-V2 search space, an increase in
parameters from DenseNAS-A to DenseNAS-Large is improving both clean accuracy
and adversarial robustness; which as a result led to improved PP-HRS score. For
all the other families, the increased parameter count does not give a significant and
sufficient improvement in the PP-HRS score and adversarial robustness.

In summary, adversarial robustness can be improved by increasing the number
of parameters, but this holds only to an extent. Beyond a certain point (approxi-
mately 20-25 million as per our results), increasing parameters alone cannot improve
adversarial robustness.

4.4.4 Where does the source of adversarial vulnerability lie
for NAS? Is it in the search space or in the way the
current methods are performing the search?

In Section 4.4.2, we have seen that NAS based architectures are more robust than
hand-crafted architectures for small scale datasets and simpler attacks. However,
when it comes to standard attacks like PGD, NAS-based architectures are not robust
even at the scale of CIFAR-10. Most of the existing NAS methods perform the search
on CIFAR-10 or a subset of ImageNet, and the discovered cell is stacked and trained
for other datasets. To understand whether the problem lies in the search space or in
the way search is being performed by the existing methods, we performed two simple
experiments.

Our first experiment is motivated by [125]; [125] shows that a randomly sampled
cell in the DARTS search space gives as good a clean accuracy as a searched cell.
To test if this fact also holds for the case of adversarial robustness, we sampled
random cells from the DARTS search space, stacked and trained them using the
standard procedure, and tested their robustness on the CIFAR-10 dataset. Due to
the randomness involved, we report the value over four different runs; results of this
experiment are shown in Table 4.7. Randomly sampled cells have a better PGD
accuracy than the searched architecture, but the variance is very high, which shows
relying on randomly sampled architectures for adversarial robustness is not a good
idea; this led us to our second experiment.

For the second experiment, we randomly sample cells from the DARTS search
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space to build small models (please refer to Figure 4.2 for a diagrammatic representa-
tion of this procedure). After training these models independently, we ensemble the
outputs of all these models using a simple linear network. This linear model consists
of 2 linear layers with Batch-norm and one fully connected layer towards the end for
outputting logits based on the number of classes in the dataset. This linear model is
just fine-tuned for two epochs. Entire ensemble is treated as one single-network when
generating the adversarial examples. To make a fair comparison, we ensure that the
ensemble as a whole has the same number of cells as the standard DARTS networks.
Since the procedure uses randomly sampled architectures, we run the entire sample-
train-ensemble procedure four times and report the mean value in Table 4.7. Since
this is an expensive procedure computationally, due to the randomness involved, we
restrict our experiments to the CIFAR-10 dataset and DARTS search space.

Table 4.7: Adversarial accuracy comparison of DARTS based architectures
on CIFAR-10 dataset

Model # cells Params (M) Clean % PGD
DARTS [114] 20 3.35 97.03 7.09
P-DARTS [115] 20 3.43 97.12 9.31
PC-DARTS [116] 20 3.63 97.05 9.84
RANDOM1 20 2.73 ± 0.49 95.57 ± 0.40 14.47 ± 4.70
ENSEMBLE2 20 2.74 ± 0.41 93.77 ± 0.39 21.68 ± 0.35
1 Randomly picked architectures from DARTS search-space. Value re-

ported over four runs
2 Ensemble of small, randomly picked architectures from DARTS search

space. Value reported over four runs

Surprisingly this simple ensemble of randomly sampled architectures can improve
the PGD accuracy of DARTS based models by nearly 12% and can decrease the
variance by ∼10%. Now, this leads to two interesting conclusions; (1) Learning to
build a simple network to combine the outputs of randomly sampled architectures
can give clean accuracy with adversarial robustness as an add-on. In this case, we
used a simple linear model; replacing this with a searched NAS based architecture can
improve the results further. (2) Using NAS to search for an ensemble of architectures
can be a potential way to achieve adversarial robustness as an add-on to SoTA clean
accuracy. In this case, the NAS objective should be modified to find small models
that can complement each other. We plan to explore this in our future work.
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4.5 Conclusion
In this chapter, we presented a detailed analysis of the adversarial robustness of NAS
and hand-crafted models and show how the complex topology of neural networks can
be leveraged to achieve adversarial robustness without any form of adversarial train-
ing. We also introduce a metric that can be used to calculate the trade-off between
clean and adversarial accuracy within and across different families of architectures.
Finally, we show that using NAS to find an ensemble of architectures can be one
potential way to build robust and reliable models without any form of adversarial
training.
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Chapter 5

On the Use of Skip Connections
for Transfer Learning

5.1 Need for Input-Adaptive Skip Connections
Existing efforts in transfer learning can be broadly divided into two categories: mech-
anisms for fine-tuning of pre-trained weights in a task-specific manner [134, 135, 136,
137, 138] and regularisation schemes [139, 140, 141, 142, 143] to make the pre-trained
features more suitable to the current task. While our method falls in the former
category, unlike previous methods, we primarily focus on improving the interaction
between pre-trained features, as defined by the skip connections. We develop a mech-
anism that can be easily integrated and used in existing architectures.

We view skip connections as a handle that can control pre-trained feature inter-
actions at various granularities. Though skip connections are widely used in modern-
day architectures, their primary usage has focused on training of deeper models. In
this work, we introduce an architectural modification using skip connections that are
weighted and input-conditioned. Our modified version, called Adaptive Skip Con-
nections (AdaSkips), allows us to transfer a model pre-trained on a source dataset to
a newer target dataset by simply learning interactions between pre-trained features
using such adaptive skip connections.

While the standard practice of one skip connection for a block of layers addresses
the problem of training very deep neural networks, revisiting skip connections as a
mechanism to control the routing of feature information across layers in a neural net-
work can allow modeling complex interactions between the features. To this end, we
consider all possible skip connections between layers of a pre-trained neural network
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Figure 5.1: Illustration of AdaSkips for two images of same class from Stanford-Dogs
[8] dataset. AdaSkips determine which skip connections to use and assigns a weight
for each pre-trained feature map via skip connections.

as possible routes for a given input. The target input is fed to an auxiliary (small
and lightweight) HyperNetwork [144] to obtain weights for each skip connection in
the above model.

Such input-adaptive skip connections (AdaSkips) provide for learning input condi-
tioned models, allowing better reuse of the learned features from a pre-trained model.
We show that this reasonably simple strategy outperforms existing methods on stan-
dard TL benchmarks with negligible training time overhead and almost the same time
as base models at test time. In particular, we show that this strategy works well even
in low-data regimes when there is limited data available from the target dataset. Our
overall approach is illustrated in Fig 5.1. Our key contributions can be summarized
as follows:

1. We propose AdaSkips, a simple and effective use of skip connections in existing
architectures to facilitate better feature reuse for transfer learning (TL). AdaSkips
uses a hypernetwork to learn input-conditioned skip connection weights on target
data, thus making the process of adaptively selecting and weighing skip connections
end-to-end differentiable and optimizing directly for task loss.

2. AdaSkips can not only be used independently on pre-trained models to perform TL,
but can also be easily added to existing methods to further improve performance.

3. We perform a comprehensive suite of experiments on standard TL benchmarks,
and show that our method consistently outperforms existing methods, including
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in low-data regimes when target domain data is limited. We also study the gener-
alizability of our method by demonstrating its use for more complex tasks such as
zero-shot domain adaptation, object detection and semantic segmentation. Our
thorough analysis and ablations show that careful routing and re-weighting of
pre-trained features is a promising avenue for better TL performance.

5.2 Transfer Learning and Input-Conditioned Ar-
chitectures

Transfer Learning: Transfer learning is widely adopted in domains where it is
difficult to construct large-scale well-annotated datasets. Transfer learning settings
can be broadly classified into two categories, 1. Transductive transfer learning (no
labeled data available in target domain) 2. Inductive transfer learning (labeled data
available in target domain). In both of these settings, fine-tuning of the pre-trained
weights is common along with the introduction of a FC layer having neurons equal to
the number of classes in the target dataset. Finetuning can be done in different ways;
one can choose to finetune all the features of the pre-trained model or finetune only
the last few layers. Recently there has been much work on improving transfer learning
[145, 134, 141, 139, 136, 142, 135, 143, 140, 137, 138] and all of these methods fall
in one of the two categories mentioned above. In contrast to most of these methods,
which introduce explicit regularisation or a learned policy to select which layers or
filters to use, we primarily make use of a commonly used inductive bias, the skip
connections to develop a flexible finetuning mechanism. While most of existing works
mainly focus on either Inductive or Transductive transfer learning, our method is
suitable for both the settings and can be integrated easily with any existing transfer
learning methods.
Skip Connections: Skip connections can help preserve low-level features and avoid
performance degradation when adding more layers. Since the introduction of skip
connections, several works have been proposed to use skip connections selectively.
Rather than using skip connections in a specific manner (one for a set of two or three
layers), [146] has introduced DenseNets that use all possible skip connections in a feed-
forward manner and replaced the fully-differentiable addition operation in ResNets
with concatenation. Due to the absence of any input conditioning in DenseNets, all
the skip connections are used for every data point, introducing overhead on the num-
ber of addition operations required. [147] introduced SparseNet, a sparse variant of
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DenseNet which drops connections in a fixed manner without any input-conditioning
i.e., it drops connections from middle layers preserving only the farthest and nearest
connections. Unlike these approaches, we select which skip connections to use and
assign a weight to each skip connections in a input-specific manner.

[148] proposed weighted skip connections for super-resolution; while the high-level
idea of their work is close to ours, there are significant differences in the way we ap-
proach the design of the skip connection, primarily in how we assign the weight to the
skip connection. To determine each skip connection weight in the network, they use
a separate self-attention mechanism, which is acceptable computationally for their
method because the maximum number of skip connections in their network architec-
ture is 15. In our case, we use only four hypernetworks for any variant of ResNet [37].
Additionally, their method and results can directly benefit from the variance reduc-
tion approach we discuss in Section ??. Lastly, our method is specifically designed
for transfer learning, keeping in mind the size of large networks that are commonly
used.
Input-conditioned architectures: Best performing deep neural networks have tens
of millions of parameters and hundreds of layers. This increase in depth and parame-
ters comes with increased prediction accuracy. However, the relationship between ac-
curacy and the number of parameters, layers is not linear. Very few images in a given
dataset might require all the layers. So to make the weights input conditioned [136]
proposed SpotTune, it determines which layers to fine-tune in an input-conditioned
manner. In contrast to their approach, our method can work in a setting where all
the layers except the fully-connected layers are frozen, and we only weight the skip
connections of each layer.

Another body of work primarily focuses on using input-conditioning to decrease
the cost of inference; many methods [149, 150, 151, 152, 153] have been proposed to
reduce the cost of inference by choosing layers in an input conditioned manner. While
we condition a small part of the network on the input, our goal is entirely different
from this line of work. Our goal is to perform better when fine-tuning, and unlike
most of the methods listed above, we only condition a small part of the network
architecture (skip connection) rather than the entire network. While all these works
focus on conditioning the weights, we focus on conditioning the input image on the
path to be followed, keeping the pre-trained weights untouched.
Hypernetworks: [144] introduced hypernetworks, an approach of using one network
to generate weights of another network. While Hypernetworks were initially intro-
duced to generate weights of an entire network, we only use them to generate weights
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for skip connections in a network. The primary reason for the usage of hypernetwork
is to enable adaptive selection of pre-trained features.

5.3 AdaSkips for Transfer Learning
Preliminaries: We begin by briefly describing the standard transfer learning setting
as well as skip connections in most commonly used architectures, before describing
our method on how these skip connections can be leveraged and re-designed to allow
controlling interactions between pre-trained features.

The standard transfer learning setup consists of a source dataset DS and target
dataset DT . Generally, the target dataset has lesser number of samples when com-
pared to the source dataset |DT | << |DS | thus necessitating transfer and ensuring
that a large-model can be easily pre-trained on DS without problems of overfitting.
The primary goal of a transfer learning approach is to learn a good representation
FS on DS and leverage that representation along with DT to obtain a newer repre-
sentation that helps in solving the task on the target dataset DT accurately without
any overfitting on DT . Let the features learned on DS be denoted by FS , where FS

k

denotes a single layer or a block of layers, say with convolutional, max-pooling oper-
ations and activation functions. Notably, FS , the final representation learned from
DS , is a composition of features learned at each layer, and can be written as below
for a given input sample xs:

FS = FS
k(FS

k−1(. . . (FS
1(xs)))) (5.1)

Now, for transferring FS to the target dataset, the last fully-connected layer, FS
k

is typically replaced with FT
k which contains as many neurons as the classes in the

target dataset. The other pre-trained weights and the weights of the new FC layer
are updated with the help of samples from DT . Let the final representation learned
on the target dataset then be given by:

FT = FT
k(FS

k−1(. . . (FS
1(xt)))) (5.2)

where xt is an input sample from DT .
As mentioned previously, Fk denotes a single layer (or a block of layers com-

prising convolutional, max-pooling layers along with the commonly used activation
functions). For example, in the case of ResNet [37], Fk could be a residual block
with a skip connection. Most modern-day architectures design such blocks and stack
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blocks together along with skip connections to build larger architectures. Given Eqns
5.1 and 5.2, the output representation for any F j which represents a block of layers
with a skip connection can be denoted as:

F j = F j(F j−1(. . . (F1(x)));Wj) + F j−1(x;Sw)︸ ︷︷ ︸
Skip connection

(5.3)

where Wj denotes the weights corresponding to the jth block and the highlighted
term in Eq 5.3 refers to the representation learned by the previous block, which is
obtained with the help of a simple identity mapping i.e, Sw = I. While existing
transfer learning methods [141, 139, 136, 142, 135, 143, 140, 137, 138] primarily focus
on modifying or fine-tuning Wj, we instead focus on learning an input-conditioned
skip connection and thus a weighted combination of features which are adaptive to a
given input image without modifying Wj.

AdaSkips: As discussed above, the addition of features obtained from previous
layers, F j−1(x) using skip connections (Eqn 5.3) helps propagate information in deep
neural network models with many layers during backpropagation. We leverage this
simple and elegant design of a skip connection to transfer pre-trained features to other
datasets more effectively. In other words, our fundamental objective is to develop a
mechanism that allows us to control the interactions among pre-trained features in a
way to achieve effective transfer the features to a distinct target dataset. To this end,
we introduce AdaSkips, which help maneuver the learned low-level and high-level
features of a pre-trained model in an input-adaptive manner for a target dataset.
In order to allow such an adaptive approach, we first introduce all skip connections
possible between each block in a module (a set of blocks) of the network which is
trained on the source dataset. When learning to combine pre-trained features, a
feature combination that is optimal for one image might be suboptimal for another
image, even from the same dataset or class label. Keeping this in mind, we learn
feature combinations in an input-conditioned manner using a separate, small and
lightweight hypernetwork (H) parametrized by weights θ. Thus, for a given input
x, the skip connections of the model are weighted in an input-conditioned manner
using a hypernetwork H. Following Eqn 5.3, the output of a block Fj now changes
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as follows when AdaSkips are introduced:

λi = H(x; θ)

F j = F j(F j−1(. . . (F1(x)));Wj) +
j−1∑

i=1

F i(x;λi)
(5.4)

Intuitively, we input the image to the hypernetwork to obtain mixing coefficients
λ{1,...(j−1)} for each of the skip connections in the network. Since the hypernetwork
is a parametrized neural network and therefore fully differentiable, it can be trained
directly on the task loss via gradient descent. Unlike standard skip connections with
λi = 1, adaptive skip connections have input-conditioned weights on them instead.
We note that since the skip connections are introduced after training, our model
can be directly used with existing pre-trained models. An end-to-end algorithm for
transfer learning using AdaSkips is shown in Algorithm 2.

Algorithm 2: AdaSkips for Transfer Learning
1 Input: Pre-trained model FS

1...k with k modules; Samples xd
m=1...n ∈ DT in

n batches; Randomly initialised hypernetworks H1...k; Loss function used for
classification L

2 Training: Initialize FD using FS and freeze initial layers; Introduce all
possible skip connections (p) in each block of FD

1...k

3 for num_epochs do
4 for xd

m=1...n do
5 for j = 1 . . . k do
6 λ1...p = Hj(xm

d ; θj)

7 FD
j = FD

j(xm
d ;Wj) +

j−1∑

i=1

FD
i(xm

d ;λi)

8 end
9 Calculate L ( task loss
10 Update Fk

D ( update non-frozen layers
11 Update Hk ( update hypernetworks
12 end
13 end
14 Output: FD- model fine-tuned on the target dataset

Addressing variance introduced by AdaSkips: Random initialization of weights
in a multi-layer network can result in large variance in outputs potentially resulting in
unstable training [154]. Several weight initialization methods [154, 155, 156] have been
proposed to address this problem. Kaiming initialization [156] is a popular strategy
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typically used to maintain the variance between the input and output of every block.
However, when skip connections are present in an architecture, this initialization
introduces a new problem of increased variance [157]. The output of any given jth
block, F j, with one skip connection is given by F j = F j(F j−1(x)) + F j−1(x). The
variance of the output representation can hence be written as:

Var(F j) = Var(F j(F j−1(x)) + F j−1(x))
= Var(F j(F j−1(x))) + Var(F j−1(x)))

+ Cov(F j(F j−1(x)),F j−1(x)))
(5.5)

It is known that when a network is initialized with standard initialization strategies
such as Kaiming initialization [156], the variance of input and output of the block
remains the same (we include proof for Kaiming initialization in the Appendix). Be-
sides, as shown in [157], the correlation term in Eqn 5.5 turns out to be negligible, and
the first two variance terms will be approximately the same (due to the initialization
strategy such as Kaiming’s). Hence, when skip connections are present, the overall
variance of the block output representation would approximately equal two times the
variance of the input representation:

Var(F j) ≈ 2Var(F j−1(x)) (5.6)

The variance thus doubles at each block and exponentially increases with an increas-
ing number of blocks. A general solution to address this problem is to introduce
normalization layers like BatchNorm [158] inside the block. However, when AdaSkips
are introduced, the variance increases even more rapidly since we add features from
all preceding blocks, linearly increasing the variance with each additional connection.
To address this variance, we add a small number of batch-normalization layers as
discussed below.
Hypernetworks and Batch-normalization for AdaSkips: We now describe the
design of the hypernetwork along with the procedure followed to introduce additional
batch-norm layers. Any standard contemporary DNN model developed by stacking
blocks of layers can be segregated into a set of modules, which we denote as F j, with
each module containing varying number of blocks. The input x is passed through
these modules in a feedforward manner. When AdaSkips are introduced, before pass-
ing the input x to module F j, we first pass it through the hypernetwork H and obtain
the weights λi for each of the skip connections in that module. Once the skip con-
nection weights λi are obtained, we pass the input x to the module F j, along with
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the mixing coefficients i.e. skip connection weights λi. If a module contains k blocks,
we introduce a total k(k+1)/2 skip connections in the module and consequently the
hypernetwork outputs the weight for each of the k(k+1)/2 coefficients. As discussed
earlier, in order to curtail the variance introduced by adding new skip connections,
at the end of each module, we add one batch-normalization layer which helps alle-
viate the variance introduced by adding outputs from all possible skip connections.
Considering that we need only weights of skip connections (and not all parameters
of the network), our hypernetwork consists of a simple two-layer CNN with ReLU
activations, normalization layers, and a final fully-connected layer to determine the
weights for skip connections. The output of the hypernetwork is constrained between
[0, 1] using a sigmoid activation.

5.4 Experiments and Results
In this section, we compare our methodology with six different transfer learning
methods, including state-of-the-art approaches: LWF [141], BSS [142], DELTA [143],
StochNorm [140], Co-Tuning [137], and Bi-Tuning [138]. We also compare with a
vanilla baseline, where the backbone architecture is finetuned end-to-end on the target
dataset. We study our empirical results on the standard TL benchmark provided by
the library in [3], comprising FGVC-Aircraft [159] and Stanford-Cars [160] datasets,
which are commonly reported across all the above baselines. To test the effectiveness
of our approach in the low-data regime, we train the model on 15%, 30%, 50% and
100% of the training data for both the above datasets. Going beyond, we also study
the effectiveness of our approach on more complex tasks including zero-shot domain
adaptation (later in this section), as well as object detection and segmentation (in
the Appendix).
Results of TL Performance with Existing Methods. Table 5.1 presents the
results of our method against the abovementioned baseline methods. In order to
show that AdaSkips can be easily integrated with existing TL approaches, we also
add AdaSkips to the state-of-the-art Bi-Tuning [138] method and show its results.
We follow the standard benchmark [3] training protocol with ResNet-50 as our back-
bone architecture, similar to all recent methods in this direction [140, 137, 138]. We
emphasize that no modifications are made to the training protocols of the bench-
mark for fair comparison. As shown in Table 5.1, AdaSkips outperforms existing
approaches on almost all experiments consistently, even with varying amounts of
training data in the target domain. Bi-Tuning [138] uses contrastive learning and
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Method FGVC-Aircraft Stanford-Cars
15% 30% 50% 100% Avg 15% 30% 50% 100% Avg

Vanilla Baseline 41.6 57.8 68.7 80.2 62.1 41.1 65.9 78.4 87.8 68.3
+ LWF 44.1 60.6 68.7 82.4 64.0 44.9 67.0 77.6 87.5 69.3
+ BSS 43.6 59.5 69.6 81.2 63.5 43.3 67.6 79.6 88.0 69.6
+ DELTA 44.4 61.9 71.4 82.7 65.1 45.0 68.4 79.6 88.4 70.4
+ Co-Tuning 45.9 61.2 71.3 82.2 65.2 49.0 70.6 81.9 89.1 72.7
+ StochNorm 44.3 60.6 70.1 81.5 64.1 44.4 68.1 79.1 87.9 69.9
+ Bi-Tuning 47.2 64.3 73.7 84.3 67.4 48.3 72.8 83.3 90.2 73.7
+ AdaSkips 46.9 64.8 74.3 85.3 67.8 48.5 73.8 82.5 90.4 73.8
+ Bi-Tuning + AdaSkips 47.7 65.1 76.5 87.1 69.1 49.2 73.9 84.3 91.1 74.6
Table 5.1: Comparison of performance of AdaSkips with existing methods on standard
TL benchmark [3], including in low-data regimes with limited target data. (E.g, 50%
denotes availability of 50% of target dataset for finetuning). Note that AdaSkips
can not only outperform existing TL approaches, but can also improve
performance of existing TL approaches (see row for Bi-Tuning + AdaSkips)

leverages both supervised and unsupervised pre-trained representations, which per-
haps makes it stronger compared to other baselines. AdaSkips instead uses a simple
strategy to outperform all baselines including Bi-Tuning on most settings. Moreover,
as shown in the last row, adding AdaSkips to state-of-the-art methods like Bi-Tuning
improves the performance significantly.
Results on Zero-shot Domain Adaptation: To further evaluate the utility of
AdaSkips for learning transfer learning, we test AdaSkips on Zero-shot domain adap-
tation (ZSDA) for digit classification. In ZSDA, the models are trained on a given
source dataset and evaluated on their ability to transfer to a different target dataset
that has the same classes but is from a different data distribution. We follow the same
experimental setting as Uniform Prior [161], and evaluate AdaSkips using a ResNet-
18 architecture. We consider three datasets, MNIST [162], SVHN [163], USPS [164]
all of which have the same classes (0-9 digits). Additionally, we also experiment
with adding both the Uniform Prior [161] and AdaSkips to investigate the ability of
AdaSkips to work synergistically with other transfer learning methods. The results
for ZSDA are shown in Table 5.2.

We continue to observe that by simply adding AdaSkips, we significantly improve
the model’s performance on the target dataset. Moreover, AdaSkips also works well
with existing ZSDA methods such as Uniform Prior [161], and Adversarial Discrim-
inative Domain Adaptation [165], showing how it is a general solution that can be
applied alongside existing techniques.

63



Table 5.2: AdaSkips improves performance of existing ZSDA methods.
Comparison of introducing AdaSkips for Zero-Shot domain adaptation using a base
ResNet-18 network

ResNet-18 MNIST →USPS USPS →MNIST SVHN→MNIST
Vanilla 49.0 ± 0.2 42.8 ±0.1 69.7 ± 0.1
+ AdaSkips 56.5 ± 0.7 47.0 ± 0.2 75.3 ± 0.2
+ Uniform prior [161] 67.2 ± 0.1 56.2 ± 0.1 71.3 ± 0.1
+ Uniform prior + AdaSkips 71.3 ± 0.3 61.0 ± 0.2 77.9 ± 0.2
ADDA [165] 88.2 ± 0.1 89.0 ± 0.1 73.4 ± 0.2
+ AdaSkips 90.1 ± 0.3 90.7 ± 0.2 81.1 ± 0.5
+ Uniform Prior 91.6 ± 0.1 92.7 ± 0.3 79.4 ± 0.1
+ Uniform Prior + AdaSkips 92.4 ± 0.4 94.1 ± 0.1 83.6 ± 0.2
Target only 98.1 ± 0.2 99.8 ± 0.1 99.8 ± 0.1

Time and Storage Complexity: In terms of parameters, models with AdaSkips
have slightly more parameters because of the hyper-network used for input condition-
ing (a quantitative overview of flop and parameter counts is provided in Section 5.5.2).
This translates to a marginal increase in training time of the models (models with
AdaSkips take approximately 1.1-1.2x more training time than the vanilla baseline).
There is negligible difference between baseline models and models with AdaSkips in
terms of inference time though. To study if providing this additional storage to the
baseline model would counter the improvement in performance, we point to a result
in Table 5.3 in Sec 5.5, where we show ResNet-18+AdapSkips outperforms ResNet-34
by a margin of 10%. This highlights the usefulness of the proposed method and that
the minimal cost overhead may be valuable.

5.5 Analysis and Ablation Studies
The proposed methodology includes various components like input-conditioned rout-
ing, using all the skip connections, introducing a batch normalization layer at the
end of each module, using a hypernetwork to learn the weights for skip connections.
In this section, we understand the contribution of each component and analyze the
learned lambda values.

5.5.1 Does Routing alone help?
To understand if input-conditioned routing can work alone in a standalone manner,
we test the performance of architectures with AdaSkips in the standard and most
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commonly used [166, 167, 168] transfer learning setting of fine-tuning just the last
fully connected layer with the backbone network frozen. We use four architectures
and five different image classification data sets.

First, we consider datasets that have minimal semantic relationship, i.e., the
source and target datasets have minimal class overlap, which is a practical transfer
learning setting. Second, we consider datasets that have a high semantic relation-
ship (similar classes in the source and target datasets). Dividing the commonly used
transfer learning datasets into two bins and analyzing the performance separately
will give us a better picture of where AdaSkips are helpful. For all the experiments
in this section we use pre-trained weights of models trained on the ImageNet [169]
dataset, we directly use the weights provided by PyTorch[170]. Please note that the
pre-trained backbone and the experimental setting used in the current section and
Table 5.1, Sec. 5.4 are completely different, this is the primary reason for significant
difference in numbers.
Target and Source Datasets with Minimal Semantic Relationship:

In this section, we study the effect of AdaSkips when there is minimum or no
class overlap between the source and target datasets. The transfer learning datasets
we consider in this section are, FGVC-Aircraft [159], Food-101 [171] and Stanford-
Cars [160], these datasets have very minimum or no class overlap with ImageNet
dataset. This setting is challenging and practically useful since there is very mini-
mal or zero overlap in the classes of source and target datasets. Moreover, all the
datasets considered in this section are fine-grained classification datasets, which are
comparatively difficult to standard classification datasets.

Results for this section are qualitatively and quantitatively shown in Fig 5.2 and
first three columns of Table 5.3, respectively. For models with AdaSkips, we intro-
duce all the possible skip connections and train the hypernetwork, which learns how
to combine the pre-trained features in an input conditioned manner and compare
directly to finetuning. None of the pre-trained weights are modified when training
the hypernetwork. We observe a significant improvement in classification accuracy of
up to 26% using AdaSkips, compared to the baseline architecture.
Target and Source Datasets with High Semantic Relationship: Similarly,
we extend the experiments to using target datasets that have high class overlap with
the source dataset i.e., ImageNet. Stanford-Dogs [8] and Oxford-Flowers [172] are
classic examples as ImageNet contains a wide variety of flower and dog species. To
understand if better feature interaction using AdaSkips will be helpful in cases like
these where there is significant overlap in the classes, we test AdaSkips on these two
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Figure 5.2: Models with AdaSkips start better and improve with training;
Qualitative comparison of validation accuracy of WideResNet-50 on datasets that
have minimal class overlap with ImageNet

datasets. We follow the same experimental procedure as before; the results are shown
in the fourth, fifth columns of Table 5.3. As one may expect, the relative improvement
of using AdaSkips is smaller as pre-trained features already have enough information
about the classes/objects in the target dataset since there is a high semantic relation-
ship between the source and target datasets.

Table 5.3: Comparison of different architectures on five fine-grained classification
datasets. AdaSkips improve performance significantly when the semantic
relationship between source and target datasets is minimal

Source Dataset:
ImageNet

Minimal semantic relation between
source and target datasets

High semantic relation between
source and target datasets

Architecture FGVC-Aircraft Food-101 Stanford-Cars Flowers-102 Stanford-Dogs
ResNet-18 32.79 ± 1.1 41.43 ± 1.5 39.07 ± 0.4 92.27 ± 0.6 74.02 ± 0.6
+ AdaSkips 43.12 ± 0.6 62.16 ± 0.5 48.77 ± 0.2 94.47 ± 0.4 79.01 ± 0.1
ResNet-34 33.92 ± 0.1 40.69 ± 2.8 39.49 ± 0.9 93.00 ± 0.7 80.68 ± 0.8
+ AdaSkips 46.19 ± 0.4 66.76 ± 0.0 53.67 ± 2.0 96.17 ± 0.1 82.85 ± 0.4
ResNeXt-50 32.66 ± 1.6 55.37 ± 0.3 41.20 ± 0.6 93.61 ± 0.8 87.30 ± 0.9
+ AdaSkips 50.22 ± 0.8 68.71 ± 3.0 62.47 ± 0.2 96.26 ± 0.7 85.94 ± 1.8
WideResNet50 30.29 ± 0.9 52.12 ± 0.7 36.60 ± 0.3 91.53 ± 0.2 87.81 ± 0.4
+ AdaSkips 47.81 ± 0.7 69.07 ± 1.3 54.89 ± 0.6 96.05 ± 0.1 88.11 ± 0.3

5.5.2 Flop and Parameter Count Statistics
Table 5.4 shows a comparison of parameters and flops between standard models and
models with AdaSkips. Since models with AdaSkips use four 2-layer hyper-networks
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and 4 additional batch-norm layers, they have more parameters. Due to the use of all
possible skip connections, the flops are higher. Our current implementation does not
leverage sparsity in outputs of the hyper-network, which can decrease the number of
flops significantly. We believe that this cost overhead may not be significant when
compared to the improvement in results. Regarding the increase in parameter count,
the input and output dimensions of the layers in the hyper-network depend on the
base network. As the input dimension of the base network increases, the number of
parameters increases. This is the primary reason for significant increase in parameters
for ResNeXt-50 and WideResNet-50 models.

Table 5.4: Qualitative comparison of Parameters and Flops for standard models and
models with AdaSkips on FGVC-Aircraft

Architecture Flops (G) Parameters (M)
ResNet-18 1.82 11.23
+ AdaSkips 4.61 16.10
ResNet-34 3.68 21.34
+ AdaSkips 6.47 26.22
ResNeXt-50 4.30 23.18
+ AdaSkips 38.33 97.79
WRN-50 11.50 67.10
+ AdaSkips 45.49 141.6

We would like to re-emphasise that the improvement in performance by using AdaSk-
ips cannot be attributed to parameters alone. For example, there is a significant
increase in the number of parameters from ResNet-18 to ResNet-34 but that does
not result by itself in performance improvement in Tables 5.3, 5.5. Carefully selecting
hyper-network layer dimensions in manner specific to the base network and leveraging
the hyper-network’s sparsity can decrease the parameters and flops reasonably.

5.5.3 Fine-tuning in Limited Data settings
In many real-world applications of transfer learning, the amount of labeled data avail-
able is limited, which makes it important to test the effectiveness of AdaSkips in such
settings. Towards this, we create a subset of FGVC-Aircraft [159] and Stanford-
Cars [160] datasets with 50% and 25% of the dataset available while training. We
randomly sample the subset for each dataset, maintaining the same class distribu-
tion. The experimental results for this section are shown in Fig 5.3, where we see
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that the model continues to outperform vanilla finetuning over two standard network
architectures.

Figure 5.3: Models with AdaSkips are better even when the labelled data is
limited. Qualitative visualisation to show the effectiveness of AdaSkips with varying
amounts of labelled data

5.5.4 Study of different components involved in AdaSkips
In this section, we understand the contribution of each component involved in AdaSk-
ips and analyze the learned lambda values. Results for all the analyses in the sub-
section are shown in Table 5.5.
Effect of having all skip connections: In contrast to the idea of one skip con-
nection per a block of a layers, we introduce all the possible skip connections in a
feed-forward manner and sum the output of all skip connections towards the end
of each block. Introducing skip connections in this manner may help in long-range
interaction between the features. As shown in Table 5.5, introducing these skip con-
nections in a naive way makes the models perform poorly due to the high variance in
the output.
Effect of BatchNorm: In order to control the variance introduced by the use of
all possible skip connections, we add a batch-normalisation layer at the end of each
module. From the results shown in Table 5.5, it is clear that batch-norm significantly
helps in dealing with the variance, but the hypernetwork is still required for input
conditioned routing.
Effect of HyperNetwork: Finally, as shown in Table 5.5, the use of a hypernetwork
increases performance by finding skip connection paths based on the input itself.
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Table 5.5: HyperNetwork and Batchnorm both play a key role in improving
the performance. Quantitative ablation analysis of marginal contribution of each
component in AdaSkips.

Architecture FGVC-Aircraft Stanford-Cars
ResNet-18 32.79 ± 1.1 39.07 ± 0.4
+ All Skips 29.71 ± 1.2 34.26 ± 0.1
+ All Skips + BN 42.63 ± 1.1 46.60 ± 0.3
+ All Skips + BN + Random 10.32 ± 4.1 11.01 ± 0.5
+ All Skips + BN + HyperNW 43.12 ± 0.6 48.77 ± 0.2
ResNet-34 33.92 ± 0.1 39.49 ± 0.9
+ All Skips 24.02 ± 0.1 22.84 ± 0.3
+ All Skips + BN 38.36 ± 0.7 38.80 ± 0.2
+ All Skips + BN + Random 2.90 ± 1.5 2.00 ± 0.3
+ All Skips + BN + HyperNW 46.19 ± 0.4 53.67 ± 2.0
ResNeXt-50 32.66 ± 1.6 41.20 ± 0.6
+ All Skips 26.72 ± 1.7 27.32 ± 0.8
+ All Skips + BN 44.66 ± 0.7 50.43 ± 0.4
+ All Skips + BN + Random 6.93 ± 1.7 7.30 ± 2.1
+ All Skips + BN + HyperNW 50.22 ± 0.8 62.47 ± 0.2
WRN-50 30.29 ± 0.9 36.60 ± 0.3
+ All Skips 25.81 ± 0.7 25.93 ± 0.7
+ All Skips + BN 43.91 ± 0.6 49.80 ± 0.1
+ All Skips + BN + Random 4.07 ± 0.7 4.16 ± 0.7
+ All Skips + BN + HyperNW 47.81 ± 0.7 54.89 ± 0.6
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Figure 5.4: Despite not imposing a specific sparsity schema, the hyper-
network learns to select input-conditioned skip connections. Qualitative
visualisation of the weights (average) learned by the hypernetwork for all the test
samples of FGVC-Aircraft and Stanford Cars datasets, we use ResNeXt-50 as the
base network.

Replacing the hypernetwork with randomly predicted values between [0, 1] reduces
the performance drastically. To see if the hypernetwork is using all skip connections,
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we visualize the weights of these skip connections in Fig 5.4. We take the average value
of weights for all the test samples in FGVC-aircraft and Stanford-Dogs datasets. Even
without imposing any specific sparsity schemes such as L1-penalty, some of the skip
connection weights are zeros, which shows how the hypernetwork learns to combine
features better than finetuning algorithms for feature reuse.

5.5.5 AdaSkips for Standard Image Classification
To test the effectiveness of AdaSkips on commonly used image classification bench-
marks, we ran experiments on CIFAR-10, CIFAR-100 and ImageNet datasets. Results
are shown in Table 5.6. AdaSkips once again shows improvement on these benchmarks
with no pre-training (without significant hyperparameter tuning). (For the Imagenet
dataset, we show results only with ResNet-18 architecture due to the significant time
and computation requirements.)

Table 5.6: AdaSkips can help improve performance on common image clas-
sification benchmark datasets without pre-training. Comparison of different
architectures when trained from scratch without any pre-training on standard image
classification datasets

Architecture CIFAR-10 CIFAR-100 ImageNet (Top-5)
ResNet-18 85.21 50.43 85.87
+ AdaSkips 85.47 52.17 86.16
ResNet-34 81.25 48.05 -
+ AdaSkips 84.76 51.77 -
ResNeXt-50 75.27 40.92 -
+ AdaSkips 80.42 41.90 -

5.6 Conclusion
In this chapter, we have shown how skip connections can be effectively leveraged
to transfer pre-trained features across completely different data sets. We introduce
AdaSkips, that can be directly used with any existing pre-trained models as a plug-
and-play without requiring any retraining on the source dataset. We demonstrated
the effectiveness of our method on a wide range of tasks and our through ablation and
analysis shows that input conditioned routing and weighing of pre-trained features
can be a very useful and potential direction for improving transfer learning. Future
follow-up work may extend this work to compositional representation learning by
studying how modularity can be imposed as an inductive bias to the model that will
further enhance the re-usability of the learned features.
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Chapter 6

Conclusion and Future Directions

The problem of making deep learning models more data-efficient is studied in this
thesis. We primarily present the data efficiency of neural networks from the per-
spectives of modality, data annotation, adversarial robustness, and transfer learning.
Chapter 2 provided a brief background on multi-modal object detection and proposes
a pseudo-multi-modal framework that leverages the pre-trained RGB models to im-
prove object detection in thermal images. Just with 1/4th of the training data, the
proposed method beats the SoTA performance on a standard large-scale thermal im-
agery dataset. Chapter 3 primarily focuses on understanding the role of the initial
pool in the commonly used active learning framework. It explores and answers a very
interesting and important question of whether the active learning cycle can benefit
from an intelligently sampled initial pool; we conclude the chapter with our finding
that a randomly picked initial pool generally outperforms many existing methods
and VAE-based sampling slightly performs better than random sampling. Chapter
4 discusses adversarial robustness from an architecture perspective. It answers four
important questions that help us understand the role of network topology in improv-
ing adversarial robustness. We compare and contrast the adversarial robustness of
various hand-crafted and NAS based architectures. While NAS-based architectures
achieve slightly better accuracy than hand-crafted models on un-perturbed test sets,
they are significantly more vulnerable than hand-crafted models for adversarial at-
tacks. Chapter 5 discuss how a simple and most commonly used inductive bias like
skip connection can be leveraged to improve transfer learning. It proposes AdaSkips,
an input-conditioned skip connection that changes the way data is routed inside a
neural network; it performs better than existing transfer learning approaches and
shows promising results on tasks like object detection, segmentation, and zero-shot
domain adaptation. In terms of future work, we plan to extend the current work
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and present a holistic view of data efficiency by exploring data efficiency from other
perspectives.
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