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Motivation

LLMs alone (with RAG) can answer simple questions!

“How many board meetings were held in the last twelve months?”

However, real-world problems require solving more complex

questions.

“For the board meeting with the most divided votes in the last twelve
months, what was the agenda, who voted against it, and by what| | _

margin did it pass or fail?”

Contributions

A new multi-hop QA approach that transforms unstructured text into a
hyper-relational KG using a query-derived schema, serving as an input
to the LLM.

A significant improvement over the SoTA multi-hop QA method
StructQA (Li and Du, EMNLP 2023) and standard RAG

HOLMES uses 67% fewer tokens than the current SoTA method by
retaining only query relevant information
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